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Starting with the July 1986 issue, a new ASME journal will come into existence called the 
Journal of Turbomachinery. The Journal of Turbomachinery is a spinoff from the JOURNAL 
OF ENGINEERING FOR GAS TURBINES AND POWER. It was created to provide the increased 
publishing capacity necessary to accommodate the increasing number of papers appearing in 
the field of power generation. This journal will concentrate on compressor and turbine com
ponent technology. Judging from the present backlog, the heaviest concentration of papers 
will be in the area of compressor and turbine aerodynamics, followed by turbine cooling and 
heat transfer. 

The JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER will continue to publish all 
papers dealing with research, development, and operating experience with complete systems 
including gas turbines, fossil fuel and nuclear-fired steam power plants, and internal combus
tion engines. It will also retain all papers on combustion, on system dynamics, most papers on 
structures and materials topics, and those on control systems and all types of auxiliaries such 
as fuel systems, pollution control systems, inlet and exhaust systems, etc. 

Papers dealing with the fluid mechanics of hydraulic turbines and pumps will continue to 
appear in the Journal of Fluids Engineering. 

ARTHUR J. WENNERSTROM 
Technical Editor 

Journal of Engineering for Gas Turbines and Power APRIL 1986, Vol. 108/229 

Copyright © 1986 by ASME
Downloaded 01 Jun 2010 to 171.66.16.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm
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Cambridge, MA 
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A Theory of Post-Stall Transients 
in Axial Compression Systems: 
Part II—Application 
Using the theory developed in Part I, calculations have been carried out to show the 
evolution of the mass flow, pressure rise, and rotating-stall cell amplitude during 
compression system post-stall transients. In particular, it is shown that the unsteady 
growth or decay of the stall cell can have a significant effect on the instantaneous 
compressor pumping characteristic and hence on the overall system behavior. A 
limited parametric study is carried out to illustrate the impact of different system 
features on transient behavior. It is shown, for example, that the ultimate mode of 
system response, surge or stable rotating stall, depends not only on the B parameter, 
but also on the compressor length-to-radius ratio. Small values of the latter quantity 
tend to favor the occurrence of surge, as do large values of B. Based on the 
analytical and numerical results, some specific topics are suggested for future 
research on post-stall transients. 

Introduction 

In a companion paper, presented as Part I [1], a new 
theoretical approach was described for analysis of the types of 
post-stall transients that occur in multistage axial com
pression systems. An approximate solution procedure was 
developed, using a Galerkin technique, which led to a system 
of coupled, nonlinear, ordinary differential equations for the 
annulus averaged mass flow, the plenum pressure, and the 
rotating-stall cell amplitude, respectively. 

In the present paper, we consider the application of these 
equations. We first examine their overall qualitative features. 
Following this, quantitative numerical results are presented 
for a representative low-speed compression system. These 
serve to illustrate not only the effects of various system 
parameters, but also some of the basic fluid dynamic 
phenomena that occur in the transients of interest. Finally, 
some recommendations are given concerning specific topics 
for research in the general area of stall recovery in aircraft gas 
turbine engines. 

Qualitative Features of the Transient System Behavior 

Before considering specific cases of interest, it is useful to 
examine the general features of the simplified equation set 
developed in Part I (equations 1.59, 60, 61).' As mentioned 
there, these equations can be reduced to those describing 
either pure surgelike (i.e., purely one-dimensional) transients, 
or pure rotating stall, and permit the existence of pure modes, 
that is, either surge or rotating stall without the other. 

Equations given in Part I will be denoted by roman numeral prefixes. 
Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 

MECHANICAL ENGINEERS and presented at the 30th International Gas Turbine 
Conference and Exhibit, Houston, Texas, March 18-21, 1985. Manuscript 
received at ASME Headquarters, January 10, 1985. Paper No. 85-GT-172. 

A physically relevant question, however, is whether such 
modes could evolve from initial small disturbances. This 
question was touched on in Part I, and it was suggested that 
finite amplitude rotating stall cannot evolve without 
producing a finite disturbance in $ or Mr, although for small 
values of B, the disturbance can be a noncyclic transient. 
Equations (1.59-61), in fact, suggest that if B is small and the 
throttle is steep, $ may remain essentially constant while J 
and V vary with time. In this limiting case, the solution of 
equation (1.61) is: 

J_ 

X 
1 

( Je \ / 3aJ„H/W \ 
(i) 

where J0 is an assumed initial disturbance. J thus grows 
steadily from J0 to a final, fully developed pure rotating-stall 
value of Je, defined in equation (1.62). 

Figure 1 shows this behavior for the compressor geometry 
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Fig. 1 Growth of (normalized) stall-cell amplitude at constant mass 
flow(m = 1.75,H/IV = 0.72,1/a = 3.5); curves from equation (1) 
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discussed in Part I. For reference, the relevant parameters are: 
m = 1.75, H = 0.18, W = 0.25, Ma = 3.5. The calculations 
have been done for $ = 0.25 and three different values of 
Je/J0: 102, 1 0 \ a n d l 0 6 . 

The graph shows the normalized rotating stall amplitude, 
A/Ae ( = V 7 / / e ) , versus time, with time being plotted in 
rotor revolutions. It is clear from the figure that the growth is 
dependent on the initial conditions. This can be seen from 
equation (1) which, if/0 « Je, can be written for small times 
as: 

J—Ja —Jt 
( laJeH/W 

V. > 
(2) 

. 4a(l +ma) 

i.e., the increment of J is proportional to the initial value. 
However, once the value of J has grown enough that the 
nonlinear aspects of the process become important, the ap
proach to the final amplitude becomes independent of the 
initial conditions. This type of behavior, which is typical of 
nonlinear systems, will also be encountered later, when we 
discuss the results for the combined rotating stall and surge 
transients. 

Small Axisymmetric Disturbance to Finite Amplitude 
Rotating Stall. We know that our equations permit both pure 
surge and pure rotating stall. We can also inquire whether 
those "pure" motions are stable to disturbances of the other 
family. First, consider the case of fully developed rotating 
stall subject to weak axisymmetric, (i.e., surgelike) distur
bances. For the limiting case of an infinitely steep throttle 
line, we obtain a harmonic-oscillator equation for $ (£ ) , with 
the coefficient of the damping term given by 

3 r 1 / * \ 2 "1 1 
damping coefficient: - y L1 ~ T ^ \ TP ~ / \~W 

(3) 

The damping would be negative if / were zero. If the stall is 
fully developed, however, J is Je = 4 ( 1 - [(fi/W) - l ] 2 ! , 
and the damping coefficient becomes 

damping coefficient: — 1 - ( — - 1J — (4) 

which is positive. We thus conclude that small-disturbance 
surge-type oscillations tend to be damped in the presence of 
equilibrium rotating stall. This might also be inferred from 
the fact that the relevant compressor curve is now the 
negatively sloped fully developed rotating-stall curve. 

Small Angular Disturbance of Surge. The converse 
situation is that of a finite amplitude axisymmetric (surge) 
oscillation subjected to a small rotating-stall-like disturbance. 
Equation (1.61) governs the growth or decay of J. During the 
surge oscillation, <S> is varying so that the bracket in equation 
(1.61) may be either positive or negative, and it is therefore 
not obvious whether J will have a net growth. 

To examine this in the limiting case of an infinitely steep 
throttle, one may show that the pure surge equation in this 
case takes the same form as equation (1.48) for rotating stall, 
with the time variable £/(2Blc) playing the role of 6*. We may 
thus infer from equations (1.53, 62) that the corresponding 
Galerkin solution is: 

<j>-i>=WJe( ^HWL) (5) 

Using this in (1.61), and neglecting terms of order J2, gives 
a linearized equation for J: 

1 dJ _ 3aH/ W 

J d£ 1 + ma [-Ji-M>-i)"tir) 
1 

-I /„cos2 
2 \2Bl,.)\ 

The solutionis: 

J }aWW 
T ~ = e x P ~ r i 2Blc 
J0 \+ma 

{- 4 2BL 

(6) 

(7) 

where a constant of integration £A is included. The question is 
whether J is greater or less than its initial value J0. 

If the square bracketed term in equation (7) is positive, J > 
JQ, while if it is negative, J < J0. The first term in the square 
bracket, being negative and increasing, represents a tendency 
for J to be progressively smaller than J0 for large time; 
however, the oscillatory harmonic terms could reverse that 
tendency for early or moderate times. 

Figure 2 illustrates the possibilities for the special case of 
•b/W = 1 (Je = 4). In this case the square bracket takes the 
form: 

overall growth factor: — + sin2 ( ) 
L 2BL \2BlJ\ 

(8) 

N o m e n c l a t u r e 

A,. = 

B 

/o 

Ae = amplitude of first-harmonic 
angular disturbance in pure 
rotating stall, V7S 

compressor duct area 
reciprocal time-lag parameter 
of blade passage 
sound speed 
(U/2as) 4V)JAj7c 

nondimensional propagation 
speed of rotating-stall-like 
disturbances 
semi-height of cubic charac
teristic 
square of amplitude of 
angular disturbance of axial-
flow coefficient 
initial value of J 
value of J for fully developed 
rotating stall at the existing 
average axial-flow coefficient 

H 

J = 

Jo 
J, 

KT = 
Lc = 

/, = 

U = 
yP = 

w = 

ke = 

S.A = 

parabolic throttle coefficient 
total effective length of 
compressor and ducts 
total length of compressor 
and ducts, in wheel radii 
downstream duct-flow 
parameter 
wheel speed at mean diameter 
volume of plenum 
semi-width of cubic 
characteristic 
time, referred to time for 
wheel to rotate one radian 
dimensionless time for 
development of equilibrium 
rotating stall 
defines time of start of 
angular disturbance 

$ = axial flow coefficient, 
averaged over angle (axial 
velocity divided by wheel 
speed) 

$ = flow coefficient averaged over 
both angle and time 

$ r = flow coefficient of throttle 
duct, referred to entrance-
duct area 

4> = local axial velocity coefficient 
(local axial velocity divided by 
wheel speed) 

^ = total-to-static pressure-rise 
coefficient (inlet to plenum) 

\j/ = pressure-rise coefficient, 
AP/pU2 

\pc = axisymmetric pressure-rise 
coefficient 

t/v„ = shut-off head coefficient 
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Fig. 2 Amplitude of rotating stall during a surge cycle, as indicated by 
terms in equation (8), with # = W; different choices of £A provide 
different starting points; net amplification occurs in shaded zone 

Fig. 3 Sketch of surge cycle showing regions in which net growth of 
rotating stall can occur; numbered points correspond to lines of Fig. 2 

The first and second terms of this expression are plotted 
separately on Fig. 2. A series of lines are shown to represent 
the first term, because £A is arbitrary. Where any one of these 
lines cross the sine wave is a possible starting time for the 
disturbance. What happens after the starting time clearly 
depends on the phase of the sine wave (surge oscillation) when 
the angular variation starts. If the start is at £ = 0, then the 
shaded area above line (1) shows the duration and intensity of 
the excursion of / , although whether the amplification is 
sufficient for rotating stall to develop cannot be found from 
this small-perturbation solution. 

If the intersection point is moved along the sine wave, the 
time available for amplification shortens, until line (2) is 
reached for which there can be no growth at all. Not until line 
(3) is reached does amplification again become positive. The 
greatest overall growth of the rotating stall is found for line 
(4). 

To visualize these results in a different manner, we sketch 
on Fig. 3 the axisymmetric compressor characteristic, and 
overlay a surge cycle sketched as a counterclockwise circle 
centered at (3 = 0. The heavy lines indicate phase zones in 
which initial angular disturbances will at least briefly am
plify.2 Outside those zones, overall growth of a weak angular 
disturbance cannot occur. Points are labeled on Fig. 3 to show 
correspondence with the lines of Fig. 2. 

The foregoing discussion indicates that it is important to 
know the character of an initial disturbance and the timing of 
its introduction, whether it is velocitylike or pressurelike, and 
its magnitude. All those factors can have an effect on the 
ultimate trajectory of the disturbance. 

Summary of Qualitative System Behavior. Before 
presenting the numerical results for the trajectories in $, <&, 
and A space, we can summarize certain expectations about the 
system behavior: 

1 Pure modes of either surge or rotating stall are per
mitted as permanent oscillations. 

Note that the growth we are describing is the overall value; the local growth 
rate is just dependent on the slope of the compressor characteristic and is 
positive at all points where the compressor has a positive slope. 

Fig. 4 Compressor and throttle characteristics (Hi W = 0.72 and ^ c IH 
= 1.67) 

2 Pure surge can evolve from an initial weak axisym
metric disturbance. 

3 In general, a weak angular disturbance will not produce 
pure rotating stall, but will produce some degree of 
axisymmetric disturbance. 

4 The initial growth rate of an angular disturbance 
(toward a limit cycle value) depends on the strength of 
the initial disturbance, but becomes independent of this 
when the nonlinear aspects of the process become 
important. 

5 Angular disturbances will grow toward an equilibrium 
value depending on the instantaneous flow coefficient; 
if the latter is also changing with time, angular-
disturbance amplitude "chases a moving target." 

6 Excursions of flow coefficient will tend to suppress 
angular variations, and the presence of angular 
variations will tend to suppress surge. 

7 For the compressor characteristic examined, any small 
surgelike disturbances in the presence of fully developed 
rotating stall will tend to decay. 

8 In the presence of fully developed surge, a small angular 
disturbance may decay or may grow (but only during a 
fraction of one surge cycle), depending on the phase of 
the surge cycle in which the disturbance originates. 

Numerical Results for General Post-Stall Transients 

The set of coupled ordinary differential equations given as 
equations (1.59), (1.60), and (1.61) have been solved 
numerically for a representative set of parameters to show 
some of the basic features of the phenomena. Specifically, 
calculations have been carried out to illustrate the effects of 
the nondimensional parameters B and lc as well as of the 
initial conditions. In view of the approximate nature of the 
approach taken, however, it is to be emphasized that no 
extensive parametric study has been performed. 

In the calculations, the axisymmetric compressor 
characteristic has been taken to be the same cubic curve 
described in Part I, with the parameters used in Chue's 
calculations [1]; this is shown for reference as the solid line in 
Fig. 4. The throttle curves are taken as parabolas. The one 
shown as the dash-dot line in the figure corresponds to KT = 
6.5, for which most of the calculations were carried out; other 
throttle settings used are noted in the text. As mentioned in 
Part I, these curves are representative of a three-stage, low-
speed compressor, somewhat similar to that used in [2]. 

Unless specified, the initial values of nondimensional 
pressure rise and flow coefficient are taken to be the values at 
the peak of the curve, i.e., $ = 0.5 and ^ = 0.66, for the 
particular characteristic chosen. At that condition, we shall 
impose a level of circumferential nonuniformity defined by 
,4(0) at time £ = 0 (recalling that the nondimensional am
plitude of the 8 dependent velocity nonuniformity is A W, and 
A = v7). The system of equations (1.59-61) governs the 
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NON-DIMENSIONAL TIME (£) 

Fig. 5(a) Time history of local and annulus-averaged axial velocity 
coefficient during transient to rotating stall 
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Fig. 5(b) Time history of local and annulus-averaged axial velocity 
coefficient during transient to surge 

ensuing transient which, due to the coupling, shows either 
temporal (surgelike) or circumferential (rotating-stall-like) 
variations. 

Compressor and Compression System Transient Behavior 
in Surge and Rotating Stall. To introduce the quantitative 
results, we show the transient behavior for two situations: one 
in which the outcome is rotating stall and one in which it is 
surge. These are illustrated in Figs. 5(a) and 5(b). The figures 
show the nondimensional annulus averaged and local axial 
velocity (i.e., the axial velocity that would be measured by a 
hot-wire probe at the compressor inlet) versus non-
dimensional time in rotor revolutions. The local velocity is 
given by the following expression obtained by combining 
equations (1.52, 53, 57): 

(9) * = * ( £ ) + »O4({)sin(0-/oQ 
The two calculations correspond to a throttle setting of KT 

= 5.5, and to values of B of 0.5 and 1.0, respectively. In the 
calculations, the value of lc was 8.0 and the initial rotating 
stall amplitude WA(0) was 1% of the average velocity 
(nondimensional amplitudes of axial velocity perturbation of 
0.005). In addition, the minimum value of axial velocity 
nonuniformity occurring at any subsequent time during the 
transient was set equal to the initial value; this seems more 
physically realistic than letting this quantity decrease to zero. 

It can be seen that the resulting instantaneous velocities are 
very similar to those seen in the time traces than one obtains 
during compressor transients (e.g., [2]). In particular, the 
growth and decay of the stall cell as the compressor mass flow 
goes in and out of the stalled flow regime is very evident. 
What may be less evident from this time-domain represen
tation, but will be shown in the subsequent figures, is that this 
growth and decay of the stall cell does not occur in a quasi-
steady manner, and that the instantaneous compressor 

Fig. 6 Transient compression system response (* versus $) for dif
ferent values of B(lc = a.0,A{0)W = 0.005) 
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Fig. 7 Evolution of rotating-stall amplitude during system transient; 
effect of B parameter (/c = 8.0,>l(0)W = 0.005) 

performance does not therefore correspond to the steady-state 
rotating-stall characteristic. 

Effect of B Parameter. Although Fig. 5 gives one 
illustration of the (familiar) effect of the B parameter, Fig. 6 
shows this in more detail. In the figure, the transient system 
response is presented in terms of the overall pressure rise 
(atmosphere to plenum) and annulus-averaged flow coef
ficient for three different values of B: 1.0, 1.4, and 2.0. Also 
indicated is the axisymmetric curve (the solid line) and the 
calculated rotating stall curve (dashed). The values of lc and 
JVA(0) are the same as for Fig. 5. The throttle setting is that 
illustrated in Fig. 4, KT = 6.5. Note that, at this throttle 
setting, the surge included an appreciable portion of reversed 
flow contrary to the situation shown in Fig. 5 (deep surge 
versus classic surge, in the terminology of [2] and [3]). 

As expected, higher values of B cause larger excursions in 
axial velocity. At the highest value, this would lead to surge 
cycles, whereas for the lower values, the eventual result of the 
initial transient is operation at a new equilibrium point on the 
rotating-stall curve. 

The picture shown in Fig. 6 is a somewhat familiar one. 
However, Fig. 7 presents a new, more detailed view of these 
same transients. This figure shows the rotating-stall am
plitude, A{£)W ( = V7W). versus annulus-averaged flow 
coefficient ($) for the same conditions. Also indicated in the 
figure is the locus of steady-state rotating-stall amplitudes for 
different values of $, i.e., the amplitude for steady-state 
operation at that mass flow. This is just the value calculated 
from equation (1.62), which has a maximum at * = 0.25 and 
goes to zero (i.e., steady-state rotating stall ceases) at * = 0.5 
and <f> = 0.0. This curve represents the locus of equilibrium 
states toward which rotating-stall-like disturbances must tend. 

An obvious feature of the transients is that over the first 
part (for * greater than roughly 0.25) the amplitude is sub
stantially less than that during steady-state operation. For 
lower flows, however, the amplitude can actually exceed the 
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Fig. 9 Transient compression system response; effect of initial 
conditions {lc = 8.0, B = 1.0) 

steady-state value. Further, as seen in the curve for B = 2.0, 
the rotating stall persists into the reverse-flow regime during 
the transient. This can be contrasted with steady-state 
operation in which (for this compressor) rotating stall cannot 
exist when flow is reversed. 

It should be noted that when the transient leads to surge 
cycles, calculations have only been carried out for part of the 
initial cycle. The reason is that the calculated stall-cell am
plitude decays to a very low value during the extended 
operation at reverse flow. Thus the "initial condition" for the 
part of the transient when the flow through the compressor 
accelerates (from zero) back to unstalled operation is 
essentially that of zero stall-cell amplitude. Under these 
conditions, as discussed above, there will be no subsequent 
growth of rotating stall, and the transient will proceed as pure 
surge. 

It does not seem physically realistic, however, that there 
would be a lower level of flow asymmetry during a surge cycle 
than during operation prior to stall, and thus this part of the 
calculation does not appear to be a valid description. As done 
in the calculations leading to Fig. 5, it might be more correct 
to say that there is always some minimum disturbance am
plitude present, able to provide an "initial disturbance" at 
any time. In view of the lack of information about this point, 
however, we have not elected to do this, but rather to restrict 
computations to the first part of each transient. We will 
return to a discussion of this point in the next section. 

A basic feature shown in Figs. 5 and 7 is the growth and 
decay of the rotating stall as the mass flow varies, an effect 
anticipated in Figs. 2 and 3 and the related discussion. That 
this process must actually occur has been known qualitatively 
for some time. As far as the authors know, however, this is 
the first time that it has been calculated, in even an ap
proximate manner, using the equations of motion for 
nonaxisymmetric flow in a compressor. 

Fig. 10 Instantaneous compressor pumping characteristic during 
system transient; effect of initial conditions (/c = 8.0, B = 1.0) 

Effect of Initial Conditions. Effects of initial level of 
disturbance, A(0)W, have also been examined. The results are 
given in Fig. 8, which show the compressor treatment in an 
AW, $ (rotating-stall amplitude, flow coefficient) plane. The 
calculations shown are for B — 1.0, lc = 8.0, and for three 
different initial values of axial velocity nonuniformity: 0.05, 
0.005, 0.0005; these correspond to initial perturbations of 
10%, 1%, and 0.01% of the mean axial velocity. The last of 
these is roughly the size that would be expected in a good 
wind-tunnel test section, and the first appears to be larger 
than the (long-wavelength) velocity disturbances generally 
seen prior to rotating stall. Thus, the range of initial 
disturbance amplitude conditions encompasses essentially all 
physically plausible situations. The value regarded as the 
"base case," the 1% level, might be a reasonable estimate for 
the magnitude of velocity nonuniformities to be expected 
prior to rotating stall, but there seem to be few data on this 
point. In the figure, the locus of steady-state rotating stall 
amplitude is again indicated (by the crosses) as is the eventual 
equilibrium point in rotating stall, at $ = 0.35, ^i = 0.455. 

The effect of the initial conditions is strong early in the 
transient, since the growth rate is proportional to the am
plitude of the perturbation. After the stall amplitude has 
reached a certain size, however, on the order of 0.1-0.2, 
nonlinear effects become important, and the slope of the 
trajectory is no longer set primarily by initial conditions. 
Although there are some differences in the extent of the ex
cursion in axial velocity between the three cases, the behavior 
once the trajectory approaches the vicinity of the steady-state 
locus is fairly similar for the three cases. As stated earlier, this 
relative independence from the initial conditions during the 
approach to the equilibrium state is typical of nonlinear 
systems of the type which we are examining. 

The effect of initial conditions can also be shown in a $, ^ 
representation, as in Fig. 9, where curves for initial am
plitudes 0.05 and 0.0005 are shown. Even though there are 
two orders of magnitude difference between the initial values, 
the trajectories of the plenum pressure versus flow coefficient 
are not at all dissimilar; they both show roughly the same 
excursion in mass flow before ending up at the eventual 
equilibrium point in rotating stall, denoted on the graph by E. 

The influence of initial conditions on the compressor 
pumping characteristic, i.e., the instantaneous compressor 
output, can also be examined. The instantaneous output can 
be found by subtracting the momentum changes in the 
compressor duct from the overall (atmosphere to plenum) 
pressure rise. The result is presented in Fig. 10, which gives 
instantaneous compressor pressure rise versus instantaneous 
annulus-averaged axial velocity parameter, for the same 
conditions as in Fig. 9, namely B = 1.0, /,. = 8.0, and initial 
amplitudes WA(0) = 0.0005 and 0.05. 

The trajectory for the former can be seen to follow the 
axisymmetric characteristic until near * ~ 0.25 (the point of 
maximum steady-state rotating stall amplitude), then depart 
and verge towards the steady-state rotating-stall curve. The 
trajectory for 0.05 departs from the axisymmetric curve 
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virtually from its initial point and tracks essentially along the 
steady-state rotating-stall curve after it first passes through $ 
= 0.25. The eventual equilibrium point is again indicated in 
the figure as E. 

Calculations have also been carried out for other values of 
B to examine the effect of initial conditions. These confirm, in 
general, the trends shown in the preceding figures, namely 
that over a fairly wide range of initial conditions, the results 
do not depend strongly on the precise values used. There are, 
however, situations in which the initial condition can make a 
great deal of difference in the eventual outcome. For example, 
if one is on the "borderline" with regard to encountering 
surge or rotating stall, a change in the initial amplitude can 
alter the system behavior, from tending to an equilibrium 
point to undergoing a surge cycle. The range of situations in 
which the initial condition had a significant effect on the 
ultimate result was not investigted in any detail. From the few 
studies that were done, it appears that if B differs by more 
than about 10% from the transition value, the influence of the 
initial condition is substantially diminished. As suggested 
above, the possible influence of initial conditions, and thus 
the question of how to specify initial conditions properly (as 
well as the details of the nature of disturbances at different 
stages of the surge cycle), is a topic that must be investigated 
further. 

asymmetric Characteristic (\|/c) 

eady-State Rotating Stall ( ¥ ) 

ansient Compressor Performance 

-0.4 -0.2 0 O.Z 0.4 0.6 0.8 1.0 

Fig. 13 Calculated instantaneous compressor pumping characteristic 
(S = 1.58, ; c = 8.0,/l(0)lV = 0.005) 

Note that one can produce changes in computed system 
behavior by making sufficient changes of initial conditions. 
For example, if the initial amplitude is decreased to 0.00005 
(0.01 % of mean velocity), the growth of the rotating-stall cell 
is so slow during the transient that the compressor behavior is 
virtually on the axisymmetric curve throughout, and surge 
occurs. As discussed previously, however, it is felt that this 
represents an unrealistically weak initial disturbance, and it 
thus appears that the calculations may not be very sensitive to 
the initial conditions, although the matter clearly deserves 
more study. 

Effect of Compressor Length to Radius Ratio. The other 
parameter investigated was lc, the compressor length-to-
radius ratio, and Fig. 11 shows trajectories for values of lc of 
4.0, 6.0, and 8.0. The value of B is 1.0 and the initial am
plitude is A(Q)W = 0.005 As in previous figures, the steady-
state and equilibrium values of rotating stall amplitude are 
also indicated. 

The curves for lc = 8.0 and 6.0, while quantitatively dif
ferent, have the same qualitative features, namely an initial 
rapid rise in amplitude and then a nearly quasi-steady motion 
along the steady-state amplitude curve until the equilibrium 
value is reached. A different situation exists for lc = 4.0, 
however. There is a large difference between the unsteady 
trajectory and the steady-state curve and the system does not 
settle down to a new equilibrium point. Starting from initial 
conditions, the mass flow decreases then increases again and 
the stall-cell amplitude decays to a low value as the com
pressor returns to the unstalled portion of the compressor 
characteristic. This would thus indicate surge cycles, rather 
than an approach to equilibrium in rotating stall. 

These calculations show that, in addition to the B 
parameter, the length-to-diameter ratio, lc, can also affect 
whether a given system will exhibit surge or rotating stall. The 
physical reason is that, for the same value of B, a decrease in 
length-to-radius ratio means that the time for the formation 
of a rotating stall cell becomes relatively longer in proportion 
to the time for a mass flow excursion so that the instantaneous 
characteristic is more like the axisymmetric characteristic. 

It is also relevant to briefly relate these calculations to 
previous studies. In [2], the only effect investigated was the 
influence of the B parameter. In the published results, the 
"time constant" that characterized the rotating-stall for
mation time was kept constant at two rotor revolutions, since 
the available data was insufficient to determine it more 
precisely. (It was, however, stated that some calculations had 
been carried out using different values of that time constant 
and the results for the critical value of B were somewhat 
different, although over the range examined the difference 
was not great.) In the present study, there is no need to assume 
such a time constant, because the manner in which the 
compressor output transitions from axisymmetric to fully 
developed rotating stall is not calculated. 
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Comparison with Data on Instantaneous Compressor 
Performance. In addition to examining the impact of B 
parameter, initial conditions, and compressor length-to-
radius ratio, the present calculation procedure has also been 
used to help interpret transient compressor data. Specifically, 
data from a surge cycle, in the form of overall atmospheric to 
plenum pressure rise versus mass flow, has been used to form 
an estimate of the instantaneous compressor pumping 
characteristic. 

The procedure originally followed [4, 5] was to subtract 
from this overall pressure rise a one-dimensional (i.e., 
axisymmetric) correction for the inertial forces due to fluid 
accelerations during the surge cycle. The explicit expression 
for the correction is: 

d<f> 
^c = * + / , — - (10) 

di, 
The terms given by the data are ¥ and lc di/d^, \pc being 
calculated; details of the procedure are given in [4, 5]. 

In applying this procedure, it is necessary to examine the 
(compressor inlet) time-resolved data to determine whether 
the flow is indeed axisymmetric. It was found that the data 
showed rotating stall, not fully developed, toward the end of 
each period of rapid flow change. Although the information 
is not sufficient to resolve all the details of the flow, the 
conclusion is that axisymmetric flow cannot be assumed for 
the entire surge transient that the data represents. The present 
theory, however, provides a means to calculate the effect of 
this departure from axisymmetry (perhaps most dramatically 
illustrated in Fig. 5(6), and thus to aid in extracting the 
axisymmetric characteristic from this type of transient. 

A sample of the data is shown in Fig. 12, with the inertially 
corrected characteristics determined by equation (10). The 
triangles and the circles denote the values obtained for the 
decelerating and accelerating portions of the surge cycle; 
curves 1 and 2 have been fitted through these points. The dot-
dash line is measured data for steady-state rotating stall 
operation. It can be seen that even though there is some 
scatter in the calculated \j/c, due presumably to the dif
ferentiation of the experimental data, the points fall into two 
categories: For decelerations, the corrected curve lies sub
stantially above the steady-state rotating-stall curve, whereas 
for accelerations (at least for $ > 0.4), the derived pumping 
characteristic is considerably below the steady-state curve. In 
view of this behavior, the question arises whether a single-
valued axisymmetric curve is indeed a valid representation, or 
whether a more complex axisymmetric behavior must be 
invoked. 

To examine this matter from the point of view of the 
present theory, calculations have been carried out using the 
system parameters that characterize the transient data: B = 
1.58, /, = 8.0, and throttle curve C (see Fig. 3). The 
calculations were done for both accelerating and decelerating 
flows. For the decelerations, initial conditions were $ = 0.5, 
i, = 0.66, and A(0)W = 0.005. For the accelerating part of 
the cycle initial conditions were $ = 0.0, V = 0.3, a n d ^ O ) ! ^ 
= 0.005. 

The results are shown in Fig. 13. The solid line is the 
axisymmetric characteristic and the dashed line is the steady-
state rotating stall curve. The computed instantaneous 
compressor performance (which corresponds to the quantity 
shown dashed in Fig. 12) is indicated by the heavy dash-dot 
lines. The arrows showing the direction of motion of the 
operating point should be carefully observed. 

It can be seen that the computed and the experimental 
curves have strong similarities, at least qualitatively. In 
particular, the tendency for the compressor pumping 
characteristic to be above the axisymmetric performance in 
the reverse flow region and below it at high forward flows is 
clearly manifested. 

The reason for this is found from consideration of the 
growth and decay of the rotating stall. During the latter part 
of the deceleration, the instantaneous rotating-stall amplitude 
is much larger than the steady-state value (which is zero for 
negative values of $) and the compressor output is thus in
creased, compared to the axisymmetric value. During the 
acceleration, for the flows greater than $ = 0.4, say, the 
rotating stall amplitude is again much larger than that in 
steady-state operation, so the performance (i.e., pressure rise) 
is decreased compared to the axisymmetric value. 

The main points in the foregoing comparison of ex
perimental data with the present computations are thus: 

1 The behaviors of the two are qualitatively similar, and 
2 The departure of the compressor pumping characteristic 

from both axisymmetric and steady-state performance 
arises because the instantaneous rotating stall amplitude 
differs considerably from the steady-state value. In 
particular, in the latter part of both deceleration and 
acceleration processes, the stall cell is much larger than 
one would presume from steady-state considerations. 

Discussion of the Present Model and Suggestions for 
Future Work 

Although the analysis and numerical calculations have 
pointed out certain features of the general transient which 
appear to be important, it is clear that the present treatment 
has only made a start on this very complex problem. It is thus 
appropriate to give some discussion about the aspects of the 
actual flow that are included in the theory, the aspects that are 
potentially important but have not been included, and the 
areas that have been mentioned as needing further in
vestigation. 

We can start by listing those aspects of the unsteady 
compressor and compression system behavior that are ac
counted for: 

1 System dynamic characteristics: These are analyzed in a 
lumped parameter fashion. For the situations considered in 
the present report (low Mach number and low frequency) this 
is a very good approximation. As either frequency or Mach 
number is increased, one may have to adopt a more complex 
description of these components. In particular, there is, for 
high-pressure ratio compressors, the possibility of mass 
storage within the compressor itself so that a simple 
representation of the inertance of the flow in the compressor 
duct may not suffice. In this regard, however, it is of interest 
to note that Mani [6] has achieved some quite reasonable 
comparisons with experiments using very simple represen
tations of the system parameters. 

2 Inlet flow field: A description of the upstream flow is 
included in the theory. The flow upstream of the compressor 
is modeled as two-dimensional and unsteady, but irrotational. 
The upstream annulus is taken as having constant area, 
although this assumption can be relaxed, if necessary. It is not 
clear how valid the irrotationality assumption is, and this is a 
subject for investigation. Data are scarce on this point, 
although the results of Day [7] give some credence to this 
assumption. 

Perhaps more serious is the assumption that axial and 
circumferential disturbances are related as they would be if 
they were harmonic. This assumption requires evaluation, as 
does that regarding entrance to the inlet guide vane as ac
complished without head loss. 

3 Exit flow field: A linearized description of the exit flow 
field is included in the theory. It is clear that the assumption 
of linearity in the exit static pressure perturbations cannot be 
correct in general, although the degree to which it is in error 
and, more importantly, its effect on the predictions of the 
theory is not obvious. Previous theories of steady-state 
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rotating stall, in particular [8] and [9] which have used this 
assumption, have had good success with predicting at least 
some of the features of the stall cell flow field. 

4 The model of the throttle characteristic that is included 
is quite adequate for low-pressure ratios. For higher-pressure-
ratio systems, there should be no problem with introducing a 
compressible version of this, as was done by Wenzel [10]. 

5 Throttle transients have not been included in the present 
calculations, but are within the scope of theory. There should 
be no difficulty in applying the theory to account for these. 
This is of interest since it has been found that throttle tran
sients can have a significant effect on system behavior. 

6 System hysteresis appears naturally in the theory since it 
is set by the stability of the system at the various intersection 
points of throttle and compressor curves. When closing the 
throttle (into stall) the compressor curve is the axisymmetric 
one. When opening the throttle from operation in fully 
developed rotating stall, the compressor curve is the rotating-
stall one. There can thus be a difference in the throttle settings 
at which transition from unstall to stall and from stall to 
unstall occur. 

7 Compressor geometry is represented by the axisym
metric characteristic. 

8 Unsteady blade row response (internal aerodynamic lag 
of the compressor) is included in the theory. It is done in a 
rudimentary manner, because at present one does not know 
how much detail is needed to provide a satisfactory 
description. 

From the above, it does appear that the basic elements that 
one might think necessary for an analytical description of 
general post-stall transients have been included. Having said 
this, however, it should be emphasized that their inclusion 
has, in some instances, been done in a quite approximate 
manner, with an impact on the overall prediction which is not 
well understood. In this connection, we can refer back to the 
analytical framework [8] on which this study is based. The 
equations developed there will always result in axial velocity 
profiles that are like those shown in Figs. 5(«, b) of Part I, 
rather than the "top-hat" type of profile that seems to be 
more characteristic of compressors that operate in rotating 
stall. At present, the reason for this discrepancy is unclear, 
but the fact that it exists suggests that there are aspects of the 
theory which should be improved, even for low-speed, low-
pressure-ratio situations. 

We have described those features that are included, and we 
now turn to others which we think will be important to include 
for problems of practical interest. 

1 Effects of compressibility on compressor performance 
and inlet and exit flow fields. 

2 Front-to-rear mismatching effects due to off-design 
operation in the compressor. 

3 Heat addition in the burner. 
4 Effects of inlet flow distortion. 
5 Engine matching effects (nonconstant speed, for 

example). 
6 Other compression system components. 
7 Steady-state hysteresis in the axisymmetric compressor 

characteristic, if such exists. 

Research is necessary to elucidate the influence of the ef
fects named above. In addition to these, however, there are 
other topics that must be explored if one is to improve the 
quantitative capabilities of the theory. The first of these is the 
development of more exact methods for the calculations. The 
numerical results given in the present report are based on a 
one-term Galerkin procedure (equations (1.59-61)); as 
mentioned, this was all that could be carried out in the limited 
time available. However, the types of phenomena that are 
being investigated would appear to be very well suited for 

spectral or pseudospectral calculation methods [11], which 
might be applied, for example, to equations (1.42-44). 

Another matter of concern is the rotating stall per
formance. The question of the behavior of the compressor at 
or near the point of instability is by no means settled. The 
present theoretical analysis predicts that the flow in the 
compressor will become unstable at the peak of the steady-
state pressure rise curve. In practice, compressors are ob
served to become unstable on the negatively sloped part of the 
curve. While interstage (one-dimensional), volume effects 
have been invoked as a possible cause for this in high-
pressure-ratio compressors, the behavior is observed at low 
pressure ratios also, and here the interstage effects are very 
small. Both experimental and theoretical research is needed 
on this topic. 

The effect of inlet conditions has been mentioned before, 
and the point will not be belabored here. We will merely note 
that this is a new aspect of the problem, and one on which 
there is little data. 

Effects of the features of the initial disturbance have 
received only cursory attention in this report. Only a rotating-
stall-like disturbance was considered. Other possibilities also 
need study; disturbances which are statistically defined 
fluctuations, which arise from inlet distortions, asymmetric 
burner pulses, etc. are all possibilities for transient initiation, 
perhaps in combination with symmetric (surgelike) pulses 
arising either naturally or from control actions. Research on 
these questions of disturbance initiation should be helpful to 
guide experimental tests. 

Summary and Conclusions 

1 An approximate theory has been developed for general 
post-stall transients in axial compression systems. 

2 The analysis includes a two-dimensional, unsteady 
representation of the compressor flow field in the compressor 
annulus, together with a description of the overall dynamic 
response of the system. The resulting set of equations is thus 
capable of describing the strong coupling which can exist 
between surgelike and rotating-stall-like oscillations. 

3 Examination of the coupled equations shows that surge 
and rotating stall can each exist in "pure" or equilibrium 
form; however, rotating stall cannot evolve without inducing 
some surgelike unsteadiness in the process. During either 
equilibrium surge or rotating stall, small amplitude distur
bances of the other family will tend to die out. 

4 Calculations have been carried out for general post-stall 
transients, which involve the growth or decay of rotating stall 
in the compressor. This growth or decay is calculated, along 
with the instantaneous system operating point. To the 
authors' knowledge, this is the first time that this has been 
done. 

5 The instantaneous rotating stall-cell amplitude is found 
to have a significant effect on the instantaneous compressor 
pumping characteristic, and hence on the overall system 
response. 

6 The theory extends previous analyses concerning the 
effect of the B parameter (B = (U/2as) yJVp/AcLc) on post-
stall transients, and adds details of the transient process: how 
rotating stall decays for large B and how it evolves to a fixed 
level when B is less than the critical value. 

7 Other parameters besides B, in particular the com
pressor length to radius ratio lc = Lc/R, can also have a 
strong effect on the system response. A limited parametric 
study shows that, for a given value of B, compressors of 
shorter length-to-radius ratio are more likely to exhibit surge 
than rotating stall. Initial conditions concerning stall-cell 
amplitude at the start of the transient may also be of im
portance, and should be studied. 

8 The rotating-stall cell amplitude during unsteady flow is 
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different from that during steady-state operation in rotating 
stall. Consequently, the instantaneous compressor per
formance during a system transient can differ considerably 
from the characteristic measured during steady-state rotating 
stall. 

9 The numerical results that are presented show 
qualitative agreement with the existing (but scarce) ex
perimental data concerning the nature of the flow field during 
this type of transient. 

10 Based on the results of the analysis, recommendations 
are made concerning future work on nonrecoverable stall. 
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The Importance of Circumferential 
Non-uniformities in a Passage-
Averaged Quasi-Three-Dimensional 
Turbomachinery Design System 
The purpose of this paper is to show, for both rotating and non-rotating blade rows, 
the importance of including circumferential non-uniform flow effects in a quasi-
three-dimensional blade design system. The paper follows from previous 
publications on the system in which the mathematical analysis and computerized 
system are detailed. Results are presented for a different stack of the nozzle guide 
vane presented previously and for a turbine rotor. In the former case it is again 
found that the blade force represents a major contribution to the radial pressure 
gradient, while for the rotor the radial pressure gradient is dominated by centrifugal 
effects. In both examples the effects of circumferential non-uniformities are 
detailed and discussed. 

Introduction 

In [1, 2] a quasi-three-dimensional turbomachinery blade 
design system was presented. This was composed of linked 
through-flow, blade-to-blade, and blade section stacking 
programs. Communication was through a database, allowing 
a number of blade-to-blade programs to be incorporated and 
making the system very versatile. A consistent passage-
averaging technique, discussed in [1], was used in which the 
only assumption adopted was that the blade-to-blade 
streamsurfaces for blade design were surfaces of revolution. 
The through-flow radial equilibrium equation derived using 
the technique contains the effects of the blade turning, the 
blade stack (axial and radial leans), loss, and circumferential 
nonuniformities. These latter terms are integrals of dif
ferences from passage mean quantities. Their calculation 
from a blade-to-blade analysis is straightforward and their 
inclusion in the system adds little in terms of complexity. 

In [2] results from the system were given for a particular 
stack of a turbine HP nozzle guide vane. Comparison with 
experimental results showed good agreement and indicated a 
significant improvement over a nonlinked duct flow ap
proach. It was shown how the individual terms composing the 
radial pressure gradient in the radial equilibrium equation 
could be considered and their influence and importance 
studied. In the example shown particular attention was given 
to the importance of the blade force. It was seen that such a 
system gave valuable information at an early stage in the 
design prior to a full three-dimensional flow analysis. 

In this paper further results from the systems are presented 
and additional aspects discussed. In one example a restack of 

the nozzle guide vane presented in [2] is shown illustrating the 
effects of changing the blade force on the resulting flow. 
Again good agreement between the results from the linked 
system and experiment are found indicating that the effects of 
the blade force can be modeled accurately. The individual 
components of the radial pressure gradient are presented in 
the same way as in [2] but the contributions of the per
turbation terms are included here in order that their im
portance may be realized. 

A further example shown is that of a turbine rotor, where 
the breakdown of the terms illustrates the effects of rotation 
and perturbation terms on the radial pressure gradient. 

In both examples the contribution from the perturbation 
terms is found to be significant and, as their inclusion in a 
quasi-three-dimensional system does not add significantly to 
the computing time, their inclusion is viewed as mandatory. 

The first two sections of the paper describe the passage-
averaged through-flow equations and solution procedure. 
Convergence of the solution and consistency between the 
through-flow and blade-to-blade programs are then discussed 
followed by results of applying the system to both a stationary 
and rotating blade. 

Through-Flow Equations 

The radial equilibrium equation (REE) used in the 
streamline curvature through-flow method is 

/ dp 

~ JR 
Contributed by the Gas Turbine Division and presented at the 1985 Beijing In
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P 

Radial 
pressure 
gradient 

WA
2cos2A 

d tan X 

dx~~ 

Streamline curvature 
in (R, x) 
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( Wx tan (3+QR)2 . sin X cos X dp 
+ : COS2X+ : — 

R p dx 

Centrifugal 
effect 

Axial pressure 
gradient 

+ Fm(tan X tan a - t a n 5)cos2X + P cos2X (1) 

Blade force effect REE perturbation 
terms 

in which: 

P = 
' d tan X 

R 

Curvature Centrifugal 
perturbation perturbation 

(PS+PP) I 2^ dB 
(sec2X tan 
V 8R 

(2) 

Blade force perturbation 

see [1] for more details. For simplicity this is given for a radial 
calculating station inside a blade row whereas in practice a 
curved station may well be used. The terms composing the 
radial pressure gradient are labeled appropriately. The tilde 
represents density-weighted passage mean quantities and the 
double-primed quantities are "perturbations" from these 
means although they are not assumed small. It is these terms 
that are the main concern of this paper. The blade force Fm is 
determined from the circumferential momentum equation. 

W,. d - ~ 
FB,= ~R"3X

 [("** t a " P + m R ]
 ~FT0 + P" (3) 

Blade 
force 

where 

Mean change in 
angular momentum 

Loss Angular momentum 
perturbation 

1 
BRp dx 

(BR pW",W"x) + WSW" 
d tan X W'iW" 

m 
+ • 

R 
- tan X 

(4) 

and where FT) represents a loss term, although in the results 
presented later only inviscid flow is considered. 

In the REE the perturbation term is composed of three 
parts: a curvature perturbation, a centrifugal perturbation, 
and a blade force perturbation. The first two arise naturally in 
the analysis from the use of density-weighted means. The 
latter arises from the choice of how to decompose the blade 
force. In the approach adopted the blade mean cambersurface 

is taken as the datum in defining the blade stacking angles and 
the perturbation term follows naturally from this. It should be 
emphasized that no approximation is adopted in this ap
proach. 

The energy equation is used in the form 

/inie, = Cpl + Vi W2(\ + tan2 X + tan2/3) 

Mean flow kinetic 
energy {Viq2) 

U2R2 -"X , '->< 
— + ViWx

 2(1 +tan2X)+ ViWf, 2 

Kinetic energy of the ^-v_, 
non-uniform flow (Viq^2) 

In addition the continuity equation is used in the form 

(5) 

r«7 
BRpWxdR (6) 

where, because of the use of density-weighted quantities, no 
perturbation terms occur. 

The perturbation terms that occur in the above equations 
are easily determined from a blade-to-blade analysis as 
described in [1], and in the linked system can be included with 
little overhead. In determining the terms only velocity per
turbations in the blade-to-blade streamsurfaces are considered 
in line with the quasi-three-dimensional approach adopted. 

Solution Procedure 

The solution procedure is described in detail in [2] but is 
given here for completeness. If we take the case of analysis of 
a single blade row then the blade and annulus geometry are 
known as well as the inlet flow conditions. The through-flow 
program is run to produce the streamline geometry through 
the blade row as well as the inlet conditions on the stream-
surfaces. Streamline blade sections can be interpolated from 
the stacked blade geometry onto the through-flow 
streamlines. These can then be analyzed in an appropriate 
blade-to-blade program using the through-flow inlet con
ditions and the Kutta closure condition at the blade trailing 
edge. It should be noted that the resulting exit whirl angle and 
Mach number will not in general agree with those from the 
through-flow program until the system has reached con
vergence. From the blade-to-blade program the mean whirl 
angle, blockage, loss, and perturbation terms are calculated 
for each analyzed section and passed back to the through-flow 
program for the next cycle of the iteration. This process is 
continued until convergence is achieved (see below). 

Communication between the programs through a database 
means that often after a first cycle through the system the 

N o m e n c l a t u r e 

B = blade blockage term 
CP = specific heat at constant 

pressure 
FB = blade force 
F7 = dissipative body force 

/ = rothalpy 
m = mass flow rate 
p = static pressure 
P = perturbation term 
R = radius from machine axis 
/ = static temperature 

W = relative flow vector 
x = distance along machine axis 

(3 = relative whirl angle 
5 = radial blade lean 
X = hade angle (Rolls-Royce 

terminology) 
p = density 
a = axial blade lean 
Q = angular velocity of the blade 

row 

Superscripts 
= passage average 
= density-weighted average 

= perturbation about a passage 
average 

= perturbation about a density-
weighted average 

Subscripts 
H = hub 
p = pressure surface 
5 = suction surface 
T = tip 
x = axial component 
8 = circumferential component 

4> = along a streamline 

Journal of Engineering for Gas Turbines and Power APRIL 1986, Vol. 108/241 

Downloaded 01 Jun 2010 to 171.66.16.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A|i ,., 

Fig. 1 Change in rotor exit angle with cycles 
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Fig. 2 Rotor midheight section Mach numbers 

procedure can be continued using a "monitor" program, 
avoiding the need for further manual intervention. Such a 
monitor program also enables convergence between the 
through-flow and blade-to-blade programs to be easily 
examined. These topics are discussed more fully in the next 
section. 

Convergence and Consistency 

With all iterative schemes one has the problem of how to 
define, and then check, convergence of the scheme. Running 
the quasi-three-dimensional system in the analysis mode, 
outlined in the previous section, it has been found convenient 
to define convergence in terms of the change in exit angle 
imposed by the blade-to-blade calculation. Specifically, the 
quantity A/3 is formed which is the difference between the 
maximum and minimum changes in relative outlet angle 
between consecutive cycles. This quantity is shown for the 
rotor case presented in the next section in Fig. 1. An arbitrary 
convergence limit of A/3 <0.05 deg has been imposed on this 
solution, which has converged to this limit in seven cycles. It 
should be noted that this limit is set very low, and in normal 
use would be linked to the design tolerance of the component 
being examined. 

Once convergence has been obtained and there is no change 
(or very little) from one cycle to the next, the solution can then 
be examined for consistency. There are at least two sources of 
possible inconsistency with a scheme such as this, if we 
discount computer roundoff favoring one particular 
program. They are: (/') the mathematical expression of the 
governing equations in the blade-to-blade and through-flow 
programs not being compatible; and (;7) the evaluation and 
repeated interpolation of the interaction terms. 

Apart from careful formulation of the governing 
equations, little can be done on the first point. It has not been 
found to be a problem but as more blade-to-blade programs 
are used with the system one has to be aware of the potential 
problem. The second source of inconsistency can never really 
be eliminated, but it can relatively easily be kept below the 

Fig. 3 Stack 2 vane 

level needed for design purposes. Figure 2 shows a com
parison of the rotor midheight Mach numbers from the 
through-flow (TFP) and blade-to-blade program (BBP) 
showing that a good level of consistency has been achieved. 
The maximum value of I (MBBP—MTFP)/MBBP\, a quantity 
used by Wang et al. [3], is 0.016, or a difference of 1.6 percent 
locally between solutions. When one considers that values 
have to be interpolated off the blade-to-blade grid onto 
pitchwise lines, then averaged to give the perturbation terms, 
which are passed to the through-flow and interpolated onto 
the internal stations for use, this value appears acceptable. 

Results and Discussion 

Example 1 Restacked Vane. In [2] the flow through a 
high-pressure nozzle guide vane was examined using the 
present quasi-three-dimensional system. The results were 
compared against test data and showed good agreement. In 
the same paper the component terms of the REE were 
presented and it was argued that the blade stack, via the blade 
force term, played an important role in forming the radial 
pressure gradient. The sections forming this vane (stack 1) 
have also been stacked on the trailing edge with 12 deg of 
radial lean to produce the vane shown in Fig. 3, which we will 
call the stack 2 vane. This stack 2 vane has been rig tested in 
the same annulus configuration as stack 1 and therefore 
allows a direct comparison. 

Axial and radial blade lean angles for the stack 2 vane are 
shown in Fig. 4. The radial blade leans show the 12 deg lean at 
the trailing edge, along with the general concave shape of the 
vane toward the leading edge, which can clearly be seen from 
Fig. 3. The system was run to convergence using five equally 
spaced internal stations, analyzing the flow on 11 blade-to-
blade surfaces, all other conditions being as described in [2]. 
The convergence and consistency obtained are shown in Fig. 
5. The computed results against the test data at 20 percent 
(hub), 50 percent (midspan), and 80 percent (tip) heights are 
shown in Fig. 6 and are seen to be in good agreement. 

We have again broken down the component terms of the 
REE for this vane, presenting the results on the internal 
stations at 1/6, 1/2, and 5/6 axial chord in Fig. 7. The 
meaningful names shown under the REE (equation (1)) have 
been used to isolate the physical effects. Upon examination of 
Fig. 7 it can be seen that the blade force is responsible for the 
final form of the radial pressure gradient. Briefly, the 
streamline curvature and axial pressure gradient balance each 
other while the centrifuging term grows toward the rear of the 
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Fig. 4 Stack 2 lean angles 
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Fig. 5 Stack 2 convergence and consistency 

vane only significantly contributing on the 5/6 C,„. station. 
This leaves the blade force term under the action of a much 
smaller perturbation term to set the radial pressure gradient. 
It should be noted that the REE perturbation term is as im
portant as some of the other effects included. The situation is 
similar, but clearer, than that found for stack 1 of this vane. 

There are five groups of perturbation terms that are im
portant to the through-flow solution. In order to explore their 
importance they are given in Fig. 8 as they appear in equations 
(2) to (5) with their associated names. It is worth noting that 
while the term "perturbation" has been used in describing 
these terms there is no assumption that any of them are small; 
the word has only been used to describe the difference be
tween the actual and the averaged flow. The angular 
momentum perturbation is of the order of 10-20 percent of 
the circumferential blade force and is therefore a significant 
term in determining the radial pressure gradient. While 
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Fig. 7 Balance of REE terms for stack 2 

velocity perturbations will, in general, increase toward the 
midchord position in a blade row and then decrease as the 
flow becomes more uniform toward exit this term is larger at 
5/6 Cax than it is at 1/2 C„x. This is directly attributable to the 
dominance of the gradient term (first term on RHS of 
equation (4)) in forming Pe. 

The three REE perturbation terms are shown in the next 
three rows of Fig. 8, and if summed produce the REE per
turbation row of Fig. 7. The centrifuging perturbation follows 
what has just been stated regarding velocity perturbations, 
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making its maximum effect at midchord. Its overall effect 
though is weak with the blade force perturbation being the 
dominant term except near the highly contracting entrance to 
the vane where the curvature perturbation contributes. This 
latter term suffers from the combined effect of a falling 
perturbation velocity and reducing streamline curvature as 
percentage chord increases. 

Finally, the last row in Fig. 8 shows the perturbation kinetic 
energy which contributes to the energy equation. This term is 
as high as 30 percent of the mean flow kinetic energy and is 
therefore a significant term in equation (5). In formulating 
their energy equation Sehra and Kerrebrock [4] postulated 
that this perturbation kinetic energy was unavailable to the 
mean flow and was lost, rather like the velocity fluctuations in 
a turbulent flow. Moore and Adhye [5] have shown that in the 

mixing process downstream of a cascade the flow develops as 
if the primary flow was reversible and only the secondary flow 
kinetic energy decays irreversibly. The truth therefore seems 
to be that some of the perturbation kinetic energy could be 
unavailable to the mean flow but more experimental in
formation would be needed to understand the mechanism. 
Meanwhile we have to keep our energy equation as given by 
equation (5) in order to be consistent with our blade-to-blade 
programs which assume that if the rothalpy is constant at inlet 
then it is constant throughout the blade-to-blade stream-
surface. 

In broad terms, all the above discussion applies equally to 
the stack 1 vane and the vane presented here. 

Example 2 Turbine Rotor. This example has been 
selected to show the balance of the REE terms for a rotating 
component, and hence bring out the differences between this 
and the previous example. Figure 9 shows the breakdown of 
the REE, all plots being nondimensionalized against the 
maximum radial pressure gradient at 1/4 Cax. The cen-
trifuging term starts off large and reduces considerably 
through the rotor, in agreement with the low absolute whirl 
angle at the trailing edge. The axial pressure gradient however 
starts off small and rises through the rotor in line with falling 
static pressure and small negative hade1 angles, the blade 
force exhibiting a similar trend. 

At 1/4 Cax the centrifugal term dominates, with the blade 
force contributing to a small extent. By midchord the 
streamline curvature is large enough to be felt, while at exit all 
terms except for the now low centrifugal term produce an 
erratic radial pressure gradient. 

The relative sizes of the perturbation terms are shown in 
Fig. 10. For this case the angular momentum perturbation 
reaches a maximum of 36 percent of the circumferential blade 
force, and is consistently large throughout the rotor. The 
three terms forming the perturbation term for the REE appear 
to be more equal than on example 1, the centrifugal per
turbation making such a contribution that it dominates at 3/4 
Cax. Finally the perturbation kinetic energy is seen to be 
around 30 percent of the mean flow kinetic energy reducing to 
10 percent on the last station presented. 

Rolls-Royce terminology: the angle between the streamline and the axial 
direction in the meridional plane. 
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Comparing results from the rotor with those from the vane, 
it appears that the blade force is not as dominant an effect on 
the rotor as on the vane because of the stack being much less 
severe. Further, the overall level of pressure gradients en
countered in the rotor appears to be lower, and the cen-
trifuging term more dominant. As for the perturbation terms, 
the overall levels are very similar with the exception of a 
stronger contribution from the centrifugal perturbation on 
the rotor. The levels of perturbation kinetic energy are seen to 
be quite high and have to be accounted for in terms of con
sistency between the BBP and the TFP. 

Conclusions 

Further results have been shown from a quasi-three-
dimensional system linking through-flow, blade-to-blade and 
section stacking programs. The case of a radically different 
stack of a previously published HP nozzle guide vane is 
presented and, like its predecessor, shows good agreement 
with experimental data. The blade force is very different for 
the two blade stacks and its importance in determining the 
radial pressure gradient is clearly seen with the system 
adopted. 

A further example of a turbine rotor illustrates the relative 
magnitude of the physical effects in determining the radial 
pressure gradient and the dominance of the centrifugal term 
in certain parts of the flow. 

In both examples perturbation terms arising in the analysis, 
from the use of density-weighted passage means and the blade 

force datum, are seen to be important in ensuring consistency 
between the through-flow and blade-to-blade programs and in 
determining the overall radial pressure gradient. In the linked 
system described these terms are easily included with little 
computational overhead. 
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Through-Flow Modeling of Axial 
Turbomachinery 
Through-flow analysis, which is at the heart of the aerodynamic design of tur
bomachinery, requires as aerodynamic input a row-by-row description of the airfoil 
loss, deviation, and blockage. Loss and deviation have been investigated extensively 
in both cascades and rotating rigs as well as in numerous two- and three-
dimensional analytical studies. Blockage, however, has received far less attention. 
As defined herein, blockage is a measure of the departure of the flow field from the 
condition of axisymmetry which is assumed in the through-flow analysis. The full-
span blockage distributions calculated from measured single-stage rotor wake data 
were used to provide the input to the through-flow analysis, along with the 
measured full-span distributions of loss and deviation. Measured and computed 
results are compared for the single-stage rotor operating with both thick and thin 
inlet hub and tip boundary layers. It is demonstrated that both the level and the 
spanwise and streamwise distributions of blockage have a strong impact on the 
computed rotor exit flow field. 

Introduction 
The aerodynamic mechanisms playing important roles in 

turbomachinery include: compressibility, unsteadiness, three 
dimensionality, and viscous effects such as boundary layer 
transition and separation. Although highly sophisticated full 
Navier-Stokes solution algorithms are beginning to appear 
which have the potential to attack these flows in full 
generality, the basis of many contemporary compressor 
aerodynamic design systems is a series of calculations which 
treat the flow as a sequence of two-dimensional calculations. 
Because of their speed and efficiency these two-dimensional 
calculations will continue to play a significant role in 
multistage compressor and turbine aerodynamic design. For 
this reason there is great incentive to conduct an assessment of 
these analyses in order to guide the analyst as to the in
terpretation of the results of these calculations and as to how 
these calculations can be employed most reliably in the design 
of new configurations and in the analysis of rotating rig data. 

Following the approach of Wu [1] the aerodynamic analysis 
of turbomachinery is composed of a two-dimensional 
calculation on the axial-radial plane, the through-flow 
analysis, and a second two-dimensional analysis on the axial 
(or meridional)-tangential plane, the blade-to-blade or 
cascade potential flow analysis. The through-flow analysis is 
an axisymmetric calculation of the inviscid compressible flow 
in the annulus. The calculation determines the spanwise 
distributions of the velocity triangles at each of the streamwise 
calculation planes along the annulus. The effects of viscosity 
and three dimensionality are included through various 
correlations for the spanwise distributions of airfoil total 
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of China, September 1-7, 1985. Manuscript received at ASME Headquarters 
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pressure loss, exit flow angle (or deviation), and blockage. 
Loss and deviation are usually based on an extensive 
background of cascade and/or rotating rig data. Blockage, 
however, is treated differently. Blockage is the parameter that 
bridges the gap between the assumption of axisymmetry in the 
analysis and the fact that the flow in an actual compressor is 
nonaxisymmetric [2]. 

The objective of the present paper is to provide an 
assessment of through-flow analysis by comparing the results 
of such an analysis with the flow measured on a single-stage 
compressor rotor tested at its nominal design flow coefficient 
($ = 0.85) with both thick and thin inlet endwall boundary 
layers [2-9]. This benchmark data base consists of detailed 
measurements in both the rotating and stationary frames of 
reference. Sufficient data are available to provide all of the 
required aerodynamic input for the calculation. In addition, 
sufficient data are also available to provide an in-depth and 
detailed assessment of the computed results. 

The through-flow analysis of Habashi and Youngson [10, 
11] has been selected for the assessment. This is a practical 
finite element procedure which is well documented in the 
literature. It is a fast calculation with great geometric 
flexibility. It has been demonstrated [10] to be in excellent 
agreement with the more historical streamline curvature 
method. For this reason the present comparison should be 
considered an assessment of through-flow analysis in general 
and not an assessment of this solution algorithm in particular. 

It will be shown that when blockage is accounted for 
through-flow theory describes many aspects of the flow with 
reasonable accuracy. However, there are features which are 
not well predicted and this indicates the need for a more 
precise formulation of the equation and possibly the inclusion 
of effects which are frequently neglected, for example, radial 
components of the blade force and/or the fluctuation terms 
due to nonaxisymmetry in the flow. 
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Discussion 

Background. The "through-flow" analysis in compressor 
design is a two-dimensional axisymmetric calculation 
describing the spanwise variation of the flow at various 
streamwise locations both within and between the airfoil rows 
from the inlet of the compressor to its discharge. The actual 
flow is only axisymmetric in a circumferentially averaged 
sense and to ensure thermodynamic consistency this average is 
usually considered to be a mass average (as opposed to an area 
average). Formal derivations of the radial equilibrium 
equation in terms of circumferentially area- and density-
averaged quantities are presented in [12-17]. These 
derivations result in terms containing circumferentially 
averaged quantities, e.g., C, f, I, s, as well as terms in
volving averages of products of circumferentially varying (or 
fluctuating) quantities, e.g., C'l

1,C'rC'x,C'f)
1. It has been 

demonstrated [13-16] that although these fluctuation terms 
are generally small they can be significant in the endwall 
regions. The explanation for this can be seen in the traverse 
data shown in Fig. 1. These data illustrate the circumferential 
variations of the total and static pressures in the flow in the 
rotating frame of reference downstream of the single-stage 
compressor rotor. These profiles have been extracted from the 
full-span contour plots of the data as presented in [5-7]. For 
reference, the inlet relative total pressure at each span location 
has also been indicated. At midspan (50 percent span) the 
airfoil wakes are narrow and relatively shallow and the 
relative total pressure between the airfoil wakes is very close 
to the inlet value at this radius. The fact that the relative total 
pressure between wakes is slightly greater than the inlet value 
may be due to a small radial shift in the stream surface or due 
to experimental error. Near the hub (12.5 percent span) and 
near the tip (87.5 percent span) the flow is far more com
plicated. Near the hub the corner stall on the rotor suction 
surface has greatly increased the width and depth of the wakes 
relative to the midspan profiles. Near the tip there is a large 
region of low total pressure between the airfoil wakes due to 
tip leakage. The fact that the exit total pressure is locally 
above the inlet values at these near-hub and near-tip spanwise 
locations is due to the strong radial gradient in inlet relative 
total pressure and the radial transport that occurs in the flow 
between the rotor inlet and the measurement plane 30 percent 
chord downstream of the rotor trailing edge. Although the 
overall nature of the flow may be more clearly seen in the full-
span contour plots in [5-7], these data were included here to 
indicate the nature of the departures from axisymmetry that 
are present in a typical compressor flow field. 

Analytical Background. If the continuity and radial 

N o m e n c l a t u r e 

B, --
C --

CP = 

cx = 

F„ = 
Ff -

I --
K --
m -

NSr) -. 
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Qun, -

r -
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(P-Pro,)/Qu,„ 
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velocity 
= blade force 
= friction force 
= rothalpy 
= blockage factor 
= mass flow 
= interaction terms 
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Subscripts 
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e = 
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(M) = 
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suction surface 
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Journal of Engineering for Gas Turbines and Power APRIL 1986, Vol. 108/247 

87 5% SPAN 

-1—i—r-|—i—i—r—i—rn—i—i—I—n—i—r 
0 0.5 1 0 1-5 2.0 

-
0.5 — 

o-

... 

5 0 % SPftN 

( I I 

['"" 
k 

If 

I i i 

PTI 

P S2 

| 
' I I I 

\7 v 
V 

i 
11 1 1 1 1 

1.0 12 5% SPAN 

-i—i—i—I—r-i—rn—TT—i—i i | I i—r~ 
0 0.5 1.0 1.5 2.0 

(yfr) 

Fig. 1 Single-stage rotor wake profiles, thick inlet boundary layers, * 
= 0.85, 30 percent aft 

momentum equations are circumferentially density averaged, 
as in [16], the basic equation of through-flow analysis results 

dCr dCxl Wed(rCtl) 
' 4 dx dr J dx dr J r dr 

ds dl (1) 
= T-

dr dr +Fbtr/p+Fu/i>-YiNP l~P 

The interaction terms are as follows [16] 

1 d 
Hi" = T T l*r f>W'rWr) 

Kr dr 
(2) 
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Fig. 2 Spanwise distribution of blockage, single-stage rotor, thin inlet 
boundary layers, * = 0.85 
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equation (1) can be written as 
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The boundary conditions are: 

on the hub, 

on the shroud, 

at the inlet, 

at the exit, 

\P = 0 

tf=l 

a^ 
3/7 

3^ 
—— = 0, where n is the outv 

(9) 

(10) 

dn 

At present, however, few (if any) practical design 
calculations include all of the terms in equation (9). 
Specifically, the radial components of the blade and friction 
forces (Fhr and Fjr) are frequently neglected. In the present 
assessment these terms will be neglected but the magnitude of 
the radial blade force will be discussed based on the measured 
rotor airfoil fullspan pressure distribution. The five fluc
tuation terms TV,0' are also usually neglected. These terms 
arise from the nonaxisymmetry in the flow and, except in the 
endwall regions, they are relatively small. The primary reason 
for omitting the fluctuation terms, however, is that their 

0 50 100 

SPAN(%) 

Fig. 3 Spanwise distribution of blockage, single-stage rotor, thick 
inlet boundary layers, * = 0.85, 30 percent aft 

magnitudes and distributions are not generally known. In the 
present assessment these terms will also be neglected but their 
magnitude will be discussed based on the fullspan wake data 
obtained downstream of the single-stage rotor [3]. 

After these approximations the only terms remaining on the 
right hand side of equation (9) are those related to the radial 
gradients of angular momentum rC0, entropy s, and rothalpy 
/. This is the form of the equation as it is used in most 
practical design and analysis calculations [10, 11]. Recall, 
however, as mentioned above for thermodynamic consistency 
the equation is considered to describe the spanwise 
distributions of circumferentially wow-averaged quantities 
whereas equation (9) was formally derived on the basis of a 
circumferential density average [16]. Although a formally 
mass-averaged formulation is, to the best of the authors' 
knowledge, not currently available in the literature, it is to be 
expected that it will be similar in many respects to equation (9) 
but with a different set of fluctuation terms. 

Before equation (9) (without the radial force and fluc
tuation terms) can be utilized to provide a description of the 
mass-averaged flow quantities, it is necessary to provide 
additional information in order to obtain closure. This is 
achieved through the introduction of aerodynamic blockage. 
The tangential blockage factor K in equation (9) formally 
only accounts for mechanical blockage, i.e., airfoil tangential 
thickness. Since equation (9) is going to be used to determine 
the mass-averaged total and static pressures and the mass-
averaged flow angles, the axial mass flux calculated based on 
these quantities when integrated from hub to tip will not give 
the correct mass flow. Mass flow must be based on an in
tegration from hub to tip of the circumferentially area-
averaged mass flux. The ratio of these two different mass 
fluxes is taken to be equal to the tangential aerodynamic 
blockage. The reasoning behind this definition of blockage is 
described more completely in [2]. The spanwise distributions 
of aerodynamic blockage in the flow downstream of the 
single-stage compressor rotor being used in the present 
assessment are given in [2, 6, 8], For the sake of clarity Fig. 2 
(from [2]) is included here. This figure illustrates how the 
spanwise distribution of aerodynamic blockage decays with 
distance downstream of the rotor. The method of calculating 
aerodynamic blockage from the measured data will be 
discussed below. 

The objective of the present assessment (and also that of 
[18]) of through-flow theory is to determine how well the 
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approximate form of equation (9), when coupled with this 
definition of aerodynamic blockage, can represent the flow in 
a single-state compressor rotor where the flow is highly three 
dimensional and the departures from axisymmetry are 
significant (Fig. 1). 

In addition to geometric input describing the annulus, the 
location of airfoil rows, and mechanical blockage, the 
through-flow calculation requires certain aerodynamic input. 
This input information includes spanwise descriptions of the 
total pressure loss and the exit flow angle (deviation) for each 
airfoil row (or their equivalents: stage pressure ratio, reac
tion, efficiency, and so on). Blockage, like loss and deviation, 
must be specified as a function of span, but unlike loss and 
deviation which must be specified within blade rows, blockage 
must be specified at all streamwise locations, both within and 
between blade rows. 

The spanwise distribution of relative total pressure loss 
across the airfoil row was determined by taking the difference 
between the mass-averaged measured relative total pressures 
at the rotor inlet and exit [3-8]. This difference was taken at a 
fixed radius and it was used in the analysis in a consistent 
manner, i.e., as the difference at a fixed radius. Loss was not 
taken along stream lines since their location is not known a 
priori. Although the loss was based on measurements some 
distance upstream of the airfoil leading edge and some 
distance downstream of the trailing edge, in the present 
assessment the loss was assumed to increase linearly from zero 
at the airfoil leading edge to the measured value at its trailing 
edge. 

The spanwise distributions of airfoil exit flow angle were 
taken from the mass-averaged measured relative yaw angles 
[3-8]. These flow angles were measured some distance 
downstream of the trailing edge, yet they were input to the 
analysis at the rotor trailing edge plane. For this reason small 
adjustments were made to the exit flow angle distributions in 
order to obtain more precise agreement between the measured 
and computed results at the downstream measurement plane. 
Turning within each airfoil row was distributed linearly from 
the leading edge to the trailing edge. 

Blockage Modeling. The spanwise distributions of blockage 
were calculated directly from the measured data [2, 5-8]. As 
described in [2], at each streamwise station and at each radius 
the circumferentially area-averaged axial velocity Cx" may be 
related to the axial velocity computed by the through-flow 
analysis from mass-averaged quantities CX

PT by the blockage 
factor A'as follows (for incompressible flow). 

A - = ( C / / C / r ) =/(/•) (11) 

where (for flow in the absolute frame) 

C/T = ^2(PT
m -^Ps'" ) Tp c o s 6'" c o s *'" (12) 

or, based purely on velocity 

C,PT = \f^"' cos 6'" cos ft" (13) 

Applying this definition of aerodynamic blockage (equations 
(11) and (12)) to the measured data taken at the four planes 
downstream of the rotor (for the case with the thin inlet 
boundary layer) resulted in the spanwise distributions of 
blockage shown in Fig. 2 (from [2]). 

Where a well-defined core flow region exists between the 
wakes of adjacent airfoils, as in Fig. 1 at 50 percent span, 
blockage may also be determined from the following ex
pression 

K=[\-(^/T)]NY^AP7'7Q) (14) 
In this expression APr'" is the mass-averaged total pressure 
loss in the wake and Q is the dynamic pressure between wakes. 
It is important to realize that the total pressure loss 

(APT'" /Q) is present in equation (14) only as a measure of the 
wake shape and not as a measure of airfoil performance. 
Blockage is a measure of the departure from axisymmetry at a 
particular spanwise location in a plane and is unrelated to the 
nature of the flow at other planes or at other spanwise 
locations. As an example of a blockage profile based on 
equation (14), Fig. 3 (for the case with thick inlet boundary 
layers) illustrates the spanwise distribution of (1 -K) based 
on both the general formulation (equations (11) and (12)) and 
also on the approximate formulation for isolated wakes 
(equation (14)). The approximate expression has only been 
plotted over the portion of the flow around midspan where it 
is in close agreement with the general formulation. Because of 
the lack of a well-defined core flow region between the wakes 
in the flow near the hub and tip (Fig. 1 at 87.5 percent span) 
the approximate formulation (equation (14)) is highly 
inaccurate in these regions. The approximate formulation has 
been discussed here only in an attempt to relate aerodynamic 
blockage to more familiar wake parameters. In the through-
flow assessment, however, only blockage profiles from the 
general formulation (equations (11) and (12)) have been 
employed. 

In the limit of very shallow and widely spaced wakes, where 
the velocity defect is proportional to X~l/2 and the wake 
width is proportional to X,/2, it can be shown that the 
blockage decays according to X~W2. This type of decay is to 
be expected in the core flow region where the wakes of ad
jacent airfoils in a row do not interact (e.g., Fig. 1 at 50 
percent span). Near the endwalls, however, where the wakes 
do interact, it might be expected that the velocity defect is 
proportional to X'1 [19, equation (24.41)]. In this case the 
blockage would decay according to X'2. In the present study 
the decay of blockage with downstream distance was based on 
the single-stage rotor data which were acquired at four axial 
locations from 10 to 110 percent of axial chord aft of the rotor 
(Fig. 2). 

A number of rather subjective judgments were required in 
order to fully define the aerodynamic input to the through-
flow analysis. For example, both the blockage and loss input 
at the airfoil trailing edge plane were measured a short 
distance downstream of the trailing edge. The local loss does 
not change dramatically with axial distance and hence the 
impact of applying the measured value at the trailing edge 
plane is expected to be slight. The same can not be said for 
blockage. It is reasonable to expect large variations in 
blockage immediately downstream of the airfoil trailing edge. 
The data presented in Fig. 2 clearly demonstrate this. For lack 
of data directly on the airfoil training edge plane, the 
blockage distribution there was made the same as that at the 
nearest downstream traverse plane (10 percent aft). 

Some aerodynamic blockage was added to the airfoil 
mechanical blockage from the 75 percent chord location to the 
trailing edge near the hub and the tip in order to simulate the 
effects within the airfoil row of hub corner stall and rotor tip 
leakage. This was found to be necessary in order to suppress 
static pressure excursions within the airfoil row. These ex
cursions occurred due to the high mechanical blockage at the 
50 percent chord location (varying from 9.2 percent at the hub 
to 5.7 percent at the tip) and the high aerodynamic blockage at 
the trailing edge plane (39 percent at the hub). This excursion 
could be eliminated by fairing in aerodynamic blockage near 
the hub and tip to produce a smoother increase from the 
mechanical blockage profile to the aerodynamic blockage 
profile at the trailing edge. As will be discussed below, this 
added aerodynamic blockage had a negligible effect on the 
flow outside of the blade row. 

The single-stage rotor was initially tested with very thin 
inlet annulus boundary layers (5 ~ 5 to 10 percent span) 
[2-4]. It was subsequently retested with very thick inlet hub 
and tip boundary layers (5 = 37 percent span) [6-8]. For the 
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Fig. 4 Hub and tip static pressures with aerodynamic and mechanical 
blockage, single-stage rotor, thin inlet boundary layers, * = 0.85 

thin inlet boundary layer case traverse data were available 
from 10 to 110 percent of axial chord axially downstream of 
the rotor trailing edge. The loss, deviation, and blockage at 
the trailing edge plane were based on the profiles measured 10 
percent aft. Since the rotor hub corner stall penetrated 
downstream to the traverse plane 10 percent aft, the locally 
very large pitch angles and back-flow made it impossible to 
acquire data in this region (see [4], Fig. 12). It was assumed 
that over the circumferential increments where data could not 
be acquired that the relative flow velocity was zero. Thus, 
these increments did not contribute to the mass-averaged 
quantities. This assumption was only required for the data out 
to 17 percent span. The dashed line in Fig. 2 indicates the 
region over which this assumption was made. The assumption 
produced spanwise distributions of the flow quantities which 
were very similar to those obtained at the traverse planes 
further downstream. The blockage profiles calculated (using 
equations (11) and (12)) from the measured data at the 
downstream planes (10, 30, 50 and 110 percent aft) as shown 
in Fig. 2 were used to provide the blockage profiles for all 
calculation planes aft of the rotor. 

For the thick inlet boundary layer case traverse data were 
only acquired at the plane 30 percent aft of the rotor trailing 
edge. Since the blockage profiles for the thin and thick cases 
(Figs. 2 and 3, respectively) were very similar at this plane, the 
trailing edge blockage profile for the thick case was taken to 
be the same as for the thin case. The trailing edge deviation 
profile was adjusted until the measured and computed flow 
angles at the traverse plane (30 percent aft) were identical. 

The thin inlet boundary layer profile (5* « 1 percent of 
span) could not be accurately described with a reasonable 
number of radial elements in the through-flow analysis. For 
this reason it was neglected in the calculation and the up
stream axial velocity was taken as constant from hub to tip. 
For the thick case the measured upstream profile was closely 
matched in the analysis. 

Experimental-Analytical Comparisons. The computational 
grid used for both the thin and thick inlet boundary layer 
cases is shown at the top of Fig. 4. The increased grid density 
near the hub and tip was required in order to capture the 
abrupt variations in the input data in these regions. Note that 
the airfoil has been broken up into eight elements axially and 
that the region from the trailing edge aft to 50 percent of axial 
chord downstream has been broken up into five elements 
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Fig. 5 Spanwise distributions of static pressure, single-stage rotor, 
thin inlet boundary layers, * = 0.85 

axially. The motivation for utilizing this fine structure grid is 
discussed below. 

The measured and computed distributions of the flow path 
static pressure on the hub and tip for the thin inlet boundary 
layer case are shown in Fig. 4. The measured data 10, 30, 50 
and 110 percent aft were extrapolated from the traverse 
results (Fig. 5a). The measured and computed results 
downstream of the rotor at the tip are in relatively good 
agreement as to level and trend. At the hub, however, the 
monotonic diffusion from the trailing edge aft that occurs in 
the measured results is not matched by the computed results. 
The very high aerodynamic blockage at the plane 10 percent 
aft (and at the trailing edge) has caused a very low static 
pressure. However, the computed results have a maximum in 
the hub static pressure at the plane 30 percent aft which is not 
present in the data. It should be pointed out that the blockage 
(1 -K) profiles are decaying monotonically with downstream 
distance (Fig. 2). 

The spanwise distributions of measured and computed 
static pressures at the planes 10, 30, 50 and 110 percent aft are 
shown in Figs. 5(a) and 5(b). The far downstream (Sta. 3) 
flowpath hub and tip measured static pressures are also shown 
in Fig. 5(a). The high hub static pressures predicted at the 
planes 30 and 50 percent aft are evident in the computed 
profiles (Fig. 5b). 

It is noteworthy that the very low static pressure 10 percent 
aft is predicted by the analysis. This is a result of the 39 
percent blockage at this location (K = 0.61). As mentioned 
above, the rotor hub corner stall penetrated downstream to 
this plane and some approximation was required in order to 
evaluate the spanwise distribution of blockage out to 17 
percent span. A comparison of Figs. 5(a) and 5(b) indicated 
that the blockage in the hub region 10 percent aft may be too 
high since the predicted static pressures were somewhat below 
the measured values out to 40 percent span. At the planes 30 
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Fig. 6 Hub and tip static pressure without aerodynamic blockage 
single-stage rotor, thin inlet boundary layers, * = 0.85 

and 50 percent aft the predicted static pressure is locally too 
high near the hub (as also seen in Fig. 4). It would have been 
possible to match the measured static pressure profiles by 
adjusting the blockage distributions locally at these planes. 
Such adjustment, however, can not be justified based on the 
blockage distributions calculated from the measured wake 
profiles at these locations using equations (11) and (12). 

In light of the approximation involved in determining the 
blockage profile near the hub 10 percent aft, the impact of 
lowering the blockage at this plane on the high hub static 
pressure 30 percent aft was evaluated. Reducing the maximum 
hub blockage from 39 percent (K = 0.61) to 20 percent (K = 
0.80) and smoothing this modified blockage distribution into 
the measured distribution at 20 percent span did have a 
significant impact on the computed results. In addition to 
eliminating the maximum in hub static pressure at the 30 
percent aft location, reducing the maximum blockage drove 
up the pressure at the rotor trailing edge and at the 10 percent 
aft location. The result was a monotonically increasing hub 
static pressure from the rotor trailing edge to far downstream. 
At most of the measurement planes (10, 30, and 50 percent 
aft), however, the predicted hub static pressures were above 
the measured values. The difference between the computed 
pressure coefficients and the measured values was 0.14 at the 
plane 10 percent aft, 0.10 at 30 percent aft, and 0.04 at 50 
percent aft. All that can be said for the present is that an 
inconsistency exists between the measured data and the results 
calculated based on the present through-flow formulation. 

Mesh refinement was shown to have no significant impact 
on the high and low hub static pressure regions. A case was 
run with only four stations within the airfoil and without the 
planes 20 and 40 percent aft of the rotor. The changes in the 
computed hub static pressure distribution were negligible. 
Another case was run with only leading and trailing edge 
planes (i.e., no calculation planes within the rotor) and this 
also had no significant impact on the maximum in static 
pressure predicted at the hub 30 percent aft. 

The effects of aerodynamic blockage can be seen in Fig. 6 
where it has been eliminated from the calculation (K = 1). It 
had been demonstrated in a separate calculation that the 
impact of eliminating the mechanical blockage alone on the 
flow downstream of the airfoil was extremely small. The 
elimination of the aerodynamic blockage has caused the static 
pressure rise to occur almost entirely within the rotor. The 
diffusion seen in the measured data downstream of the 
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Fig. 7 Spanwise distributions of static pressure, single-stage rotor, 
thick inlet boundary layers, * = 0.85 
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Fig. 8 Spanwise distributions of axial velocity, single-stage rotor, 
thick inlet boundary layers, ' i ' = 0.85 

trailing edge is not predicted by the calculation. The com
parison makes it clear why some accounting for aerodynamic 
blockage must be included in the calculation if reasonable 
results are to be obtained in the region immediately down
stream of airfoil rows. 

Although the computed results presented in Fig. 4 are for 
the thin inlet boundary layer case, they are very similar to the 
case with thick inlet boundary layers in that the same static 
pressure maxima and minima occurred at the hub. This can be 
seen in the measured and computed results presented in Fig. 
7(a) and 1(b). For this case, as mentioned above, traverse 
data were only acquired at the plane 30 percent aft. In spite of 
the fact that the predicted static pressure near the hub 30 
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Fig. 9 Single-stage rotor static pressure rise 

percent aft is too high, the impact on the axial velocity profile 
is relatively small. This can be seen in the measured and 
computed axial velocity profiles presented in Fig. 8. The 
measured results have been circumferentially area averaged 
and the computed result plotted is the product of the axial 
velocity computed in the analysis (from mass-averaged 
quantities) and the blockage factor (K). The agreement is in 
general excellent but near the hub the computed results are 
slightly low due to the high static pressure predicted in this 
region. 

The measured and computed static pressure rise for the thin 
and thick inlet boundary layer cases are presented in Fig. 9. 
The blockage has decayed to zero at the far downstream 
location at which the static pressure rise was measured (Sta. 3) 
and hence the details of the blockage profiles immediately 
downstream of the airfoil have little impact on the computed 
results. This can also be seen in the excellent prediction of the 
far downstream static pressure rise that was obtained without 
any accounting for blockage (Fig. 6). It is significant that both 
the measured and computed results are in agreement as to the 
increase in static pressure rise across the rotor as the inlet 
boundary layer thickness was increased. 

Fluctuation and Radial Force Effects. This assessment of 
through-flow theory has been focused on the form of the 
through-flow equation (equation (9)) most commonly used in 
turbomachinery design and analysis, that is, with the fluc
tuation terms -/V,<r) and the radial force terms Fbj. and F^r 

neglected. The benchmark data set, however, does permit one 
to estimate the magnitudes of these terms. 

The spanwise distributions of the axial, tangential, and 
radial fluctuation velocities are shown in Fig. 10 for the thin 
inlet boundary layer case at the plane 10 percent aft. The data 
in Fig. 10 begin at 20 percent span since, as mentioned above, 
the hub corner stall prevented data from being acquired in the 
wake region this close to the trailing edge. The fluctuations 
are large near the endwalls due to the hub corner stall and the 
rotor tip leakage and the large departures from axisymmetry 
produced by these complex three-dimensional flow 
mechanisms. For comparison, the square of the average axial 
velocity is: (C//U,,,2) = 0.852 = 0.72. The fluctuation terms 
for the density-averaged formulation (/V/

(r), equations (2-6)) 
depend primarily on the tangential and radial fluctuation 
velocities and these are in general much smaller than the axial 

Fig. 10 Fluctuating velocity components, single-stage rotor, thin inlet 
boundary layers, * = 0.85,10 percent aft 

SPAN (%) 

Fig. 11 Fluctuating axial velocity component, single-stage rotor, thin 
inlet boundary layers, $ = 0.85 

velocity fluctuations. The decay of the axial fluctuation 
velocity with downstream distance is shown in Fig. 11. This 
rapid decay, especially near the hub, suggests that the impact 
of the fluctuation terms will be limited to regions very close to 
the airfoil trailing edge. 

In order to judge their impact on through-flow analysis, the 
magnitude of the fluctuation terms must be judged with 
respect to the terms on the right-hand side of equation (9) 
resulting from the radial gradients of absolute angular 
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momentum, entropy, and rothalpy. When consistently 
nondimensionalized, the sum of these terms varies between 1 
and 5 in the endwall regions and between 0.1 and 1 in the core 
flow region. The fluctuation terms yv, ( , ), N2

{r), and A/3
(r) 

(equations (2-4)) were evaluated based on the fluctuation 
velocities and over most of the flow they did not exceed 0.01. 
The maximum value occurred at 30 percent span, 10 percent 
aft where TV/'' reached 0.16. It is difficult to see how these 
relatively small fluctuation terms can have an impact com
parable in magnitude to blockage distributions which locally 
can reach 40 percent (1 —K = 0.6). One must keep in mind, 
however, that equation (9) is not the result of a formal cir
cumferential mass averaging of the equations of motion and 
hence it is premature to comment with any confidence about 
the magnitude of the fluctuation terms that might be present 
in such a formulation. 

Finally, let us consider the radial blade force term which 
was also neglected in this assessment. If the airfoil was 
defined by purely radial lines passing through a reference 
contour, at midspan for example, then it would exert no 
radial pressure force on the flow. The present airfoil was not 
generated in such a way and hence it is capable of generating a 
radial component of pressure force. The measured fullspan 
airfoil pressure distributions [4, 7] were used to make an 
estimate of the magnitude of this radial force for the thin inlet 
boundary layer case. In the region near the hub, especially 
near the trailing edge, the radial pressure force on the flow is 
outward, toward the tip. The region of radially inward 
pressure force on the flow is distributed primarily over the 
forward half of the airfoil. When the radial force is averaged 
over the tangential projection of the airfoil the positive and 
negative contributions to the nondimensionalized radial 
pressure force are both equal to approximately 0.02 and the 
net value is a radially inward force of magnitude 0.004. This 
corresponds to approximately 0.2 percent of the tangential 
airfoil pressure force. It is also small relative to the other 
terms on the right hand side of equation (9). It seems unlikely, 
for the present comparisons, that neglecting the radial blade 
force could be of any significant consequence. 

Conclusions 
An assessment of through-flow theory has been carried out 

by comparing the prediction of a modern finite element 
through-flow analysis with a benchmark data base acquired 
for an isolated single-stage rotor operating with both thin and 
thick inlet endwall boundary layers. The benchmark data base 
was used to supply the aerodynamic input required by the 
analysis including loss, deviation, and blockage. Although the 
spanwise velocity profile in the flow downstream of the rotor 
and the far field static pressure rise were predicted with 
reasonable accuracy, the details of the static pressure field 
close to the rotor trailing edge were not predicted accurately. 
Although a proposed model for aerodynamic blockage 
(equations (11) and (12)) did reproduce the low static pressure 
region close to the rotor trailing edge, it did not duplicate the 
details of the diffusion process downstream of the rotor 
trailing edge. It was demonstrated, however, that the absence 
of aerodynamic blockage produces an even poorer result. 

It was shown that the two groups of terms commonly 
neglected in through-flow analysis, namely those involving 
the nonaxisymmetric fluctuation velocities and the radial 
blade force, were indeed small for the test case being con
sidered. 

In light of the typically close coupling of blade rows in a 
compressor, with axial gaps ranging from 20 to. 50 percent 
chord, the inability of through-flow theory to accurately 
predict the measured static pressure field in the region close to 
the rotor trailing edge is a serious matter. A more precise 
formulation of the equations may be required to improve this 

situation. Such a formulation must include a more formal 
treatment of the differences between area (or density)-
averaged quantities and mass-averaged quantities, that is, a 
more formal treatment of blockage. 
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A Unified Theory of Hybrid 
Problems for Fully Three-
Dimensional Incompressible Rotor 
Flow Based on Variational 
Principles With Variable Domain 
Making use of functional variations with variable domain and natural boundary 
conditions, this paper presents a unified theory of various hybrid problems (being a 
unification as well as a generalization of direct and inverse problems) for three-
dimensional incompressible potential flow in a rotor blading. Three families of 
variational principles ( VPs) have been established and provide a series of new 
rational ways for blade design and a sound theoretical basis for the finite element 
method (FEM). This theory can be extended to compressible and rotational flows 
and also constitutes an important part of the optimum design theory of bladings [8]. 

1 Introduction 

Traditionally, there are two kinds of aerodynamic 
problems: the direct and inverse problems. In blade design 
practice, however, the inverse method is seldom employed, 
because it may lead to blade configurations unfeasible from 
material-strength, vibration, cooling, or technological 
considerations, e.g., unclosed or too thin profiles or even 
profiles with negative thickness. Therefore, up to now, almost 
all practical bladings have been designed by solving the direct 
problem iteratively. Such a procedure is, of course, rather 
inconvenient, time consuming, and cannot keep up with the 
requirements of the modern turbomachine development. To 
overcome these disadvantages, it is natural and appropriate to 
pose a new problem category: the hybrid problem, which is a 
unification as well as a generalization of the direct and inverse 
problems. Various hybrid problem types have been dealt with 
by variational principles (VPs) and FEM [1-3, 14], image-
plane (-space) methods [4, 12, 13] or time-marching methods 
[16,17]. 

The great success achieved by FEM in applied mechanics 
has renewed the interest of scientists in VPs and stimulated 
this author to start working on this subject about ten years 
ago. At that time VPs in fluid mechanics, compared with solid 
mechanics, were underdeveloped and all restricted to the 
direct problem, subsonic flow, and stationary system [10, 11]. 
A systematic search for VPs for sub- and transonic flows in a 
rotating system was undertaken [7], taking full advantage of 
three powerful means: the natural boundary condition, the 

Contributed by the Gas Turbine Division and presented at the 1985 Beijing In
ternational Gas Turbine Symposium and Exposition, Beijing, People's Republic 
of China, September 1-7, 1985. Manuscript received at ASME Headquarters 
June 14, 1985. Paper No. 85-IGT-119. 

functional variation with variable domain, and the artificial 
interface. For the direct problem, for instance, Bateman's and 
Giese's VPs have been extended to three-dimensional shocked 
transonic rotor flow [5]. Our major effort, however, is placed 
on hybrid problems. Thus, in the context of quasi-three-
dimensional flow, based on an image-plane concept, VP 
families for various hybrid problems of blade-to-blade flow 
and S2-flow have been established in [1, 14], and the 
corresponding FE solutions are given in [2]. A unified theory 
of hybrid problems based on VPs with variable domain is 
suggested in [3], capable of handling blunt nose cascades 
accurately and extending to fully three-dimensional flow. As 
for fully three-dimensional flow, as early as 1952 a series 
expansion method for solving inverse problem was proposed 
in [6] and improved in [15]; and recently a general theory of 
three-dimensional hybrid problems based on an image-space 
concept was suggested in [4]. The present paper, based on 
[3-5], is intended to develop a unified variational theory of 
various hybrid problems for fully three-dimensional in
compressible potential flow past axial-, radial-, and mixed-
flow turbo-rotors via variations with variable domain. 

2 Basic Equations for Fully Three-Dimensional In
compressible Flow 

The three-dimensional potential, steady relative flow of an 
inviscid incompressible fluid past a blading rotating with 
constant angular speed <o (Fig. 1) is governed by the following 
equations [4-6]: 

Continuity equation 

1 d(rWr) | 1 bW„ 

r dr r d<p v w = + -dz 
(1) 
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ridr\ dr) bw\ 
1 3 * \ 

+ /---T 

Fig. 1 Three-dimensional flow field in rotor 

Irrotationality of the absolute flow 

VX(W + U) = 0 

Bernoulli's equation 

p/p+-(W1~U2) = B 

(2) 

(3) 

From equation (2) a potential function *(r, <p, z) can be 
defined 

or 

V * = 

a * 
a7 " 
a * 
a^ 
a * 
3z = 

=w+u=c 

= wr 

= (W<, + U)r 

^Wz 

(2') 

Substituting in equation (1) yields the following potential 
equation 

) - . (4) 
a 2 * 

-><p \r dtp/ ' ' ~dz2 

3 Classification of Three-Dimensional Hybrid 
Problems 

The hybrid problems for fully three-dimensional flow can 
be posed in a great many ways and have been discussed in [4] 
in detail. In brief, all three-dimensional hybrid problems are 
characterized by the fact that some of the wall boundary 
conditions (BC) are geometric, while the others are 
aerodynamic in nature. Thus, they are a unification as well as 
a generalization of the direct and inverse problems. According 
to [4], the following definitions and symbols are adopted: 

Direct Problem (D-Problem) [5]. All blading geometry is 
given. 

Inverse Problem (I-Problem) [1-4,12,13]. The pressure (or 
velocity) distribution along walls is specified, but wall 
geometry is unknown. 

Hybrid Problems (H-Problems) [1-4, 12, 13]. They may 
have various types, e.g.: 

Type A (HA-Problem) [1-4, 12, 13]. The shape of some 
part of wall and the pressure distribution on the remaining 
wall are given. 

Type B {HB-Problem) [1-4]. The pressure-difference 
distribution on two opposite walls (e.g., the blade loading on 
blades) and the distance distribution between them (e.g., the 
blade thickness distribution or the blade height distribution) 
are specified. 

Type C (Hc-Prob/em) [3-4, 12]. The distance distribution 
between two opposite walls and the pressure distribution 
along one of these walls are given. 

Obviously, to characterize the hybrid problem in fully 
three-dimensional flow some compound symbols must be 
adopted. Such compound symbols have already been rendered 
by [4], e.g., (IxHA) designates that hybrid problem in which 
an inverse- and a HA -problem are posed on the blade surface 
and on the annular walls respectively, etc. Moreover, it is also 
possible to have different problem types on different portions 

Nomenclature 

dA,. 

A = 

A, = 

A, = 

A, = 

A„ = 

Ab = 

A\ = 

* * 
A, 

A* A* Sl„> sib 

A** A** 

A„ ,Ah 

area of boundary sur
faces 
inlet and outlet surfaces 
(Fig. 1) 
per iodic b o u n d a r y 
surfaces (Fig. 1): A2 = 
A2uUA2d,A2u=A'2uU> 
Aiu,A2d=A{dUA^ 
all boundary walls: A3 

= AeUAb=ASUA" 
hub and casing annular 
walls: Aa=A*UA** 
blade surfaces: 
A„=AlUA*b* 
portion of /43 with wall 
shape known 
unknown portion of / 1 3 

portions of Aa and Ab 

with wall shape known, 
respectively 
unknown portions of Aa 

&nAAb respectively 

B = 

C = 

/ = 

P = 
*,<p,z = 

5s = 

U = 
dV = 

W = 
r„(z) = 

componen t s of an 
elementary area dK in r, 
tp, z d i r e c t i o n s , 
respectively 
Bernoulli's constant in 
equation (3) 
absolute velocity 
unit vectors along the 
coordinate directions 
arc length along the 
generatrices of the 
annular walls 
pressure 
cylindric coordinates 
fixed on rotor 
variation of boundary 
position vector 
u X r 
elementary volume: 
dV=r'd<p'dr>dz 
relative velocity 
in the equation of an
nular walls in axial-flow 
region, r = ra(z) 

za(r) 

<Pb(r, z) 

$ 
CO 

p 
E 

Subscripts 

pr 
m 

a 
b 
d 
u 
t 
s 

p 

= 
= 

= 
= 

= 
= 

= 
= 
= 
= 
= 
= 
= 

in the equation of an
nular walls in radial-flow 
region, z = za(r) 
<P-V>b(r, z) is the 
equa t ion of blade 
surface 
potential function 
angular speed of the 
rotor 
density 
artificial interface [9] 

prescribed 
circumferentially aver
aged value 
annular walls 
blade surface 
downstream 
upstream 
tangential component 
suction blade surface 
pressure blade surface 
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of the blade (or annular) wall. Therefore it becomes quite 
clear that a great variety of hybrid problem types is possible 
for fully three-dimensional flow. It is just for this reason that 
the three-dimensional hybrid problems have provided the 
design engineers with a series of novel design tools, which 
enable them to choose the most appropriate hybrid problem 
type to meet various design conditions and requirements (e.g. 
cooling, material strength, vibration, technology, etc.). 

Different problem types will have also different BC on the 
walls. For the convenience of discussion and without much 
loss of generality, we shall take only the three hybrid 

in [5, 7] via a new analogy to Reynolds' transport theorem 
should be used 

&/(*>=I!JS[(^-V^)^]rfK+ <$ ±{G>.*> 
(V) J~X (A) •>-' 

+ (F-G/ .^)*] .« /A (5«) 

where 

problems (HA x HA), (HB x HA), and ( i / c x HA) for J(0)= F(<t>, — )dV 
o v a m ^ l o o n r l o t t o W l c l , t h e m ^ o m n n H m n V P f a m i l i e s f n r J J J (10 OX / 

, r ^ - I ^ I rk* 4>\r, — ,</ 
example and establish the corresponding VP families for 
them. Evidently, they embrace very comprehensive special 
cases which, to a large extent, are capable of fulfilling various 
practical requirements of blade design. For instance, the (HA 

x / /^-problem includes {D x D), (I x £>), (D x / ' ) , (/ x 
/ ' ) , (HA x D), (HA x / ' ) , (D x HA), and (/ x HA), etc. as 
special cases. It is worth noting that for the annular walls 
there cannot be a pure inverse problem, because there must be 
some surfaces of revolution (a boundary constraint of 
geometric character), so that the symbol / ' designates a 
"semi-inverse" problem: the hub and casing walls must be 
some surfaces of revolution with specified distributions of 
pressure averaged in the circumferential directionpm (I). 

4 VP Family for (HA x //^-Problem 

The VP families for the (D x Z?)-problem of three-
dimensional incompressible potential flow can be derived in 
two ways: (/) as a special case from [5]; (//) applying the in
verse-deduction method and the constraint-removing 
transformation [7] to equations (1) and (2') directly. Then, 
upon handling them via functional variations with variable 
domain, the VP families for hybrid problems can be 
established. Without going into details, the final results are 
given below. 

VP I. The solution to the (HA x / /^-problem of three-
dimensional incompressible potential flow in rotor blading 
makes the following functional J, stationary, i.e., hi', = 0, 
where $, A 3 , and A 2ti should be varied independently. 

J,(*,A3 ,A2d) = I,+L + L/ (5) 
where 

(K) 

21, = Tr) • ( -

1 3 * 

r dtp - « ) • ( £ ) } \dV 

= - J { (WB)pr'*'fiM 

+ Jj (*"-*' -Aiu)W;,.dA 
H2»> 

+ j f (*+ -$_)W„_'dA 

2LAA= - j j (Wj„)prsa-dA 

M B ' ) 

- j j (w*)prH-•ofA 

Proof. For this purpose, the following general formula for 
the variation of functional /($) with variable domain derived 

& = (dF/d^,t )i, + (dF/d^X2 )i2 + (dF/d^ )i3 

(d<t>1 d<j>2 d<t>' 

I dx dx ' ' ' ' ' ' 8x J' 
X—[X\ , X 2 , X 3 j 

dx t dx dx dx 

6s = the variation of boundary position 

Therefore we have 

onA'(l': s = sa=ra(z) for axial-flow rotor, 

s = sa=z„(z) for radial-flow rotor; 

onA'b': s = sb=r-<ph(r,z). 

Taking the first variation with variable domain of equation 
(5) by means of equation (5«), we obtain: 

5/, = - j j j (V .W)6#-c?K+ j j (W„ - Wn<pr)b$'dA 

m 

w 
M i ) 

W„-5$-dA 
(Ai+Ald) 

+ j j i (*" -* ' -A*„)5^ ; , - (w; ; -w; , )5<s>"}dA 

+ j j { ( # + - * _ ) 5 f T ( ( _ - [ ( » ' # I ) + - ( » P f l ) _ ] 5 * + J d 4 
(E) 

CM) 

/ W1 3$ \ " ") 
\5s-dA 

Here, it must be stressed that a rational choice of the variation 
of the position vector 5s of the unknown boundary surface 
Al' is crucial for making the practical computation of 5s and 
5// simple and convenient. To this end, we take, without any 
loss of generality, the variation 8s on A'{ in the following 
special way: 

o n ^ * : bs = bra'ir, .'. 8s'dA = 5ra'dAr, for axial-flow 
region, 

5s = dzB'iz, .'. ds'dA = 5z„'dAz, for radial-flow 
region, 

onA'b': 8s = r'8<pb'ip, .'. 5s-dA = r'8<pb'dA^,. 

With these in mind, and since all variations on the right-
hand side of the foregoing 5/,-expression are independent, we 
can obtain from 5// = 0 the following set of natural stationary 
conditions: 
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Euler's equation: 

V 2 * = 0, 

Natural BC: 

on Ax: Wn=(W„)pr 

or\A2u: W'n = W"„, and *" = * ' + A$„ (i.e., W[= W',') 

which lead to the periodicity of all flow 
parameters in the circumferential direction. 

onA2d: W'„ = W;; = 0, and (W2)'=(W2)" (i.e., 
p' =p"). 

These are just the interface conditions on free 
trailing vortex sheets. 

orMJ: W„=0 

onA"a': W„=0, and Wj„ = (W2„)pr [i.e.,p,„ = (p,„)pr] 

on A '„': fV„=0, and W2 = Wjr 

onE: (W„)_=(Wn)+&nd 

* _ = $ + [ i . e . , ( » ' , ) _ = ( » ' , ) + J, 

which result in the continuity of all flow 
parameters on E. 

Therefore it has been shown that from this VP I actually the 
flow equation (4) and all BC for (HA x HA )-problem can be 
derived automatically. 

If, alternatively, BC on the upstream periodic boundary 
A2u ( $ " = $ ' +A$„) and on the artificial interface E[9]($_ 
= $ + ) are used as enforced (essential) BC, the boundary 
integral terms on A2ll and E involved in L of equation (5) 
should be deleted. This is also true for all VPs given in this 
paper. 

By using a constraint-removing transformation via 
Lagrange's multipliers [7] to Jh the following generalized VP 
(GVP) can be derived. 

GVP II. The solution to the above (HA x HA )-problem 
makes the following functional J„ stationary, i.e., 5 /^ = 0, 
where $, Wr, Wf, Wz, A'3", and A2d are varied in
dependently. 

J,j($,W,A;',A2ll) = Ii/+L + LAA (6) 

where 

M d<t> / I d * \ d<S> W2^ 

w^+wA-r^-u) + w^--Y\dV 

(V) 

In a way similar to that used above we can show that from 
5/ ; / the following set of natural conditions results: 

Euler 's equations: v W = 0 

V * = W + U 

Natural BC: the same as in VP I. 

Subgeneralized VPs (SGVPs). By means of a constraint-
recovering transformation [7] a family of subgeneralized VPs 
can be derived, of which one is the above VP I. 

5 VP Family for (HB X HA )-Problem 

In this case the given BC on blade walls are: 

(/) blade thickness distribution 

<Pp-v>s=g*(r,z) (la) 

and (if) distribution of blade loading 

p„-ps = (W2
s-tfp)/2 = qp(r,z) (lb) 

where g^, andgp are given functions. 
Using the same method as in the foregoing section, we can 

establish the following VP family for (HBxHA)-prob\em, 
which differs from that for (HA x HA )-problem only in that 
the boundary integral term LAA should be replaced by the 
following LBA 

LBA = - j j (W*/2VS.»dA + j \ g p s b - d A (8) 

treating blade thickness equation (la) as an enforced BC. In 
equation (8) the symbol ( / l ,^ stands for the suction blade 
surface. 

VP III. The solution to the (HB x HA)-problem of three-
dimensional incompressible potential rotor flow makes the 
following functional Jm stationary, i.e., bJin = 0; thereby $, 
A'J, Ab, A 2d a r e varied independently. 

Jm(t>,A:;,Ab,A2d) = h+L + LBA (9) 

From 5JW = 0 the same Euler's equation and natural BC set 
as in VP I can be obtained with the only exception that the 
natural BC on the blade surface A b has now become equation 
(lb). 

GVP IV. The solution to the above (// axi/ / 1)-problem 
makes the following functional JIV stationary, i.e. A/ ; i / = 0 
with independent variations of $, W,A'a',Ab, andA2d 

JIV(4>,W,A:\Ab,A2cl) = III+L + LBA (10) 

From bJIV = 0 the same Euler's equations and natural BC 
set as in GVP II can be derived except that the natural BC on 
Ab has become equation (lb). 

SGVP Family. Via the constraint-recovering trans
formation [7] a family of SGVPs can be derived, including 
also the VP III. 

6 VP Family for (Hc x HA )-Problem 

Here the following blade surface BC are given: 

(/) blade thickness distribution, equation (la); (if) velocity (or 
pressure) distribution on the suction blade surface: 

Ws = [Ws(r,z)]pr^ 
or \ (11) 

Ps = \Ps(r,z)]pr J 

Now, we are going to establish VP family for (HcxHA)-
problem, which differs from that for (HA x HA )-problem 
only in that the boundary integral term LAA should be 
replaced by the following LCA 

LCA = - \\(W?„/2)prsa-dA 
* * 

(A a ) 

+ \\ [Pp - f eVl sA 'dA (12) 

Thereby the blade thickness equation (7a) should be treated as 
an enforced BC. The superscript '0' denotes that the 
"restricted variations" [7, 11] should be taken, namely, p is 
treated as if it were a given function during the variation, but 
once the variation has been completed, p should be treated 
entirely the same asp. 

VP V. For the (Hc X HA )-problem bJv = 0 holds 

Jv(^,A:",Ab,A2d) = Il+L+LCA (13) 

GVP VI. &/,// = 0, 

JVIii,V/,A',; ,A„^U) = I,I+L + LCA (14) 

SGVP Family. Applying the constraint-recovering 
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transformation [7], we can derive a family of SGVPs for 
(Hc x / /^-problem from GVP VI, of which one is VP V. 

It can be easily shown that the Euler's equations and 
natural BC sets of the VP V, GVP VI, and its SGVP family 
are the same as those of the VP I, GVP II, and its SGVP 
family respectively, except that the natural BC on blade 
surface now has become equation (11). 

7 Concluding Remarks 

We have succeeded in extending the unified theory of 
hybrid problems for cascades on an arbitrary stream-sheet of 
revolution developed in [3] to fully three-dimensional in
compressible flow. Clearly, the conventional direct problem 
(DxD) [5] is only the simplest special case of the (HA xHA)-
problem, taking^4^* = A]* = 0. 

We have suggested two different unified theories of hybrid 
problems for fully three-dimensional flow: One is based on an 
image space concept [4], while the other (in the present paper) 
is based on the functional variations with variable domain. 
They both provide a theoretical foundation for FEM and wide 
new possible ways for new blade design and modification of 
old blades and also constitute an important part of the op
timization theory of three-dimensional rotor-bladings [8]. 

The present theory can be generalized further to fully three-
dimensional compressible as well as rotational flows. 
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A New Theory for Solving 
Turbulent Vortices in Flowing 
luids 

Turbulent vortices occur everywhere in flowing fluids and possess the properties of 
dissipation and dispersion. A set of new control equations is presented featuring the 
interaction between dissipation and dispersion of turbulence. By analysis of in
stability the rate of turbulent energy production is established. Two third-order 
derivative momentum equations are derived, one for weak and the other for strong 
vorticity. By this new theory various turbulent flow problems can be solved, such 
as: energy inversion in the vortex tail behind a bluff body, the coherent horseshoe 
vortices in a turbulent boundary layer, the delay in cascading down of turbulent 
energy through the spectrum, anisotropy of turbulence intensities, etc. Two 
computational examples are presented. 

Introduction 

Turbulent vortices appear everywhere in flowing fluids. It is 
well known that the Reynolds averaging of Navier-Stokes 
equations for turbulent flow resulted in unclosed problems. 
Turbulence models for closing the Reynolds equations so far 
are not quite satisfactory. Discovery of the coherent horse
shoe vortices in a turbulent boundary layer revealed that 
turbulence is not absolutely a stochastic process. Miles [1] 
showed that in continuous stratified shear flow there exists a 
swarm of innumerable discretized solitons. Zhang Xueh-Ming 
[2] formulated the relation of soliton, pseudo-potential, and 
energy spectrum. Lin [3] suggested that turbulence possesses 
the duality of wave and particle which is closely related to 
energy inversion. These imply that turbulence as described by 
energy spectrum should possess somehow the dispersive 
nature as in optics. Turbulent energy inversion reveals the 
presence of dispersion. Since dissipation means entropy rise it 
forbids inversion. However, possessing the duality of wave 
and particle, dispersion allows energy to be either focused or 
resolved. Therefore new equations of motion are required to 
include the interaction between dissipation and dispersion of 
turbulence. The canonical equation of turbulence should be a 
mixture of Burgers and A'-c/Kequation. 

the momentum equation, its corresponding term in the energy 
equation must always be positive. 

In a region of turbulent flow select a point 0 on a streamline 
as the origin. Assign the tangent and the outward normal at 0 
as the x and y axes (Fig. 1). This flow and spin coordinate 
system is radically different from either the Euler or the 
Lagrange system. Loss of stability does not mean destruction 
of the streamline but means eddies bursting off from the 
turbulent region. 

Neglecting molecular viscosity for two-dimensional in
compressible flow, the control equations are 

(1) 

(2) 

(3) 

(4) 
U, + UUx-vTUxx + HTUx: = 0 

dU dV 
+ +KV=Q 

dX dy 
dQ dQ dQ 

+ U— + V~~- = 0 
dt dx dy 

dU dU dU 
+ U + V +KUV= 

dt dx dy 

dV dV dV 
+ U +V KU2 = 

dt dx dy 

- 1 dp 

p dx 

- 1 dp 

p dy 

Control Equations for Turbulence 

In energy balance the dissipation function is always 
positive. <j> describes the random motions of turbulent eddies 
which irreversibly transform some mechanical energy into 
heat. Whatever form the second partial derivative may take in 

Contributed by the Gas Turbine Division and presented at the 1985 Beijing In
ternational Gas Turbine Symposium and Exposition, Beijing, People's Republic 
of China, September 1-7, 1985. Manuscript received at ASME Headquarters 
June 14, 1985. Paper No. 85-IGT-120. Fig. 1 The flow and spin coordinates 
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Using the moving coordinates the velocity component 
normal to a streamline V=0. 

The fluctuating velocity vector V = (U + u) + v 

The instantaneous vorticity Q = Q0 - QQT) 

(5) 

For incompressible flow the disturbing vorticity waves 
propagate as transverse waves along the flow direction. The 
wave equation 

7}(x, y,t)= F(y) exp im(x- Ct) (6) 

Substituting equations (5) and (6) into equations (1) to (4), 
neglecting higher order infinitesimals, and adopting the 
derivations in [4], we finally obtain the condition of stability 
for turbulence 

Pa d. V \ 
KU2~U-

dU 

~dx~ 

{[( 
dU 

17 
+ 2Q-

II 

dU 
(7) 

In condition (7) group I exerts a stabilizing effect upon the 
eddies due to interactions among the pressure gradient, the 
centrifugal force, and vortex stretching along the streamline 
direction. 

Group II is the destabilizing factor with dissipation. Its 
corresponding terms in the energy equation and the turbulent 
energy production rate are always positive. 

Group III is the unstable factor caused by the disturbing 
eddy particles. 

By analogy with Maxwell's supposition group I represents 
the stable attractive centers while groups II and III represent 
the unstable attractive centers. Depending upon the "critical 

scale" of the eddies or the "cutoff frequency" of the 
disturbing wavelets, the change from stable to unstable flow 
occurs abruptly. 

For I < 0 , the flow is absolutely unstable; for I > 0 and (7) is 
satisfied, flow is stable; for I > 0 but (7) is not satisfied, the 
flow is neutrally stable. In this case momentum and energy are 
continuously fed into and accumulated within the eddies 
without increasing amplitudes. After a lapse of time when the 
accumulated energy has reached a critical amount energy is 
emitted abruptly in catastrophe. 

For convenience's sake henceforth, the overbars are 
eliminated and all variables in the following formulae are 
time-averaged values. 

In fixed Cartesian coordinates group II of (7) may be ex
pressed as: 

„-[(. dU; dUj )+2Q,] 
~dX; dxj ' dx, ) ' " " y J dxj ( 8 ) 

The circular frequency of the disturbing wave is propor
tional to the scale of turbulence / and the gradient of vorticity 
along the normal to a streamline 

aifi,yi 
0) = / -

dXj 

Group III = - sign(«,)/ 'l 
du, 

dx, (9) 
"j dxJ 

Quoting the k-e model from [5], the rate of turbulent kinetic 
energy production is 

du, du; \ du / du, dUj \ 

V dx, dx, / dx, 

In this model Reynolds stress is simulated as viscous stress in 
laminar flow without rigorous proof. In this paper by analysis 
of turbulence instability, the relation between the 
destabilizing factors and turbulent energy production is 
established. Instability means that the disturbed eddies are 
unable to continue the journey along a streamline. They burst 
off and disperse. The energy emitted by the bursting eddies is 

N o m e n c l a t u r e 

ADC = artificial damping and compressibility 
[7] 

C = complex velocity of disturbance wave 
C0, C,, C2, CM = empirical constants 

F(y) = amplitude of the disturbance wave 
F = Coriolis force per unit mass 

Gk = rate of kinetic energy production 
h = enthalpy per unit mass 
k = turbulent kinetic energy per unit mass 
K = local curvature of a streamline 

/ = scale of eddies or mixing length 
m = wave number = 2 7r// 
p = instantaneous pressure 

p0 = pressure prior to the disturbance 
r = radius of a circular vortex 

r0 — core radius of a circular vortex 
Re = Reynolds number 
U = instantaneous velocity along streamline 

or tangential to a circular vortex 
V = instantaneous velocity along the normal 

to a streamline 
V = resultant fluctuating velocity vector 
0 = time-averaged velocity along x axis 
V = time-averaged velocity along/ axis 
u - fluctuating velocity along x axis 
v = fluctuating velocity along/axis 
e = dissipation rate of turbulent kinetic 

energy per unit mass 

•q = displacement of a fluid particle from its 
original position 

X = coefficient of heat conduction, or wave
length 

lxL = molecular viscosity 
fiT = turbulent viscosity 
vL = kinematic viscosity of laminar flow 
vT = kinematic viscosity of turbulent flow 
£ = relaxation coefficient of disintegration 

for turbulent eddies 
%T = dispersion coefficient of turbulence 

p = instantaneous density 
p0 = original density prior to the disturbance 
ak = Prandtl number for turbulent kinetic 

energy 
ae = Schmidt number for dissipation of 

turbulent kinetic energy 
4> - dissipation function 
4> = dispersion function 
fi = instantaneous vorticity 

fi0 = original vorticity prior to disturbance 
Ci = time-averaged vorticity 
to = circular frequency of the disturbance 

wave 
a>0 = angular velocity of the vortex core 

d 
= — = differentiation with respect toy 
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equal to the critical amount stored in the eddies previously by 
turbulent energy production. This is actually the energy 
exchange between the oriented collective flow and the 
discretized eddies. Therefore, the stronger the destabilizing 
factors, the greater is the turbulent kinetic energy production. 
We arrange II and III together: 

„ ("I T / du, du; \ 1 dui | 

dXj dXj 

- sign(«,)/ ——*-

dX; 

dxi 

dun 
x, J 

(10) 
"•j -V ' 

Group II corresponds to the viscous dissipation in the 
momentum equation and must use the absolute value in 
equation (10). If I I<0 , the corresponding terms in the 
momentum equation should take the negative sign. Group III 
corresponding to the third-order partial derivative of velocity 
in the momentum equation represents the eddy dispersion 
effect. When the negative dispersion force is great and 
stratification effect is strong the soliton character of eddies 
predominates and vortex disintegration is delayed. Condition 
(7) gives the quantitative relation of the effects on turbulent 
flow stability. From this expression the relaxation coefficient 
of eddy disintegration £ is defined as follows: 

In disintegration and dissipation mode 

II I>0, Z=\--,—; , I < 0 , £ = 1, £m i n=0; 

IIII + III 

In negative dispersion mode 

I IKO, Gk>0, £ = 0; 
In mixed dissipation and negative dispersion mode 

I - I I I 
I IKO, Gk>0, $ = 1 - -T771-; (I - I I I )<0 , 

= 0. 

IIII 

{ = 1. *n 

From these modes the control equations for various tur
bulence patterns of incompressible flow may be formulated. 

II <0, the momentum equation for strong vorticity is: 

dui 

~aT 
dU; 

+ W; 
dXi 

dp a 
— i — ( p L ax, axj vT)y dU: 

dXj 

kyl a in, i 

+ 
duj 

dx. ) 

a r kin a i n , 11 
— vT 2Q,y + sign(u,)C0 -H- (11) 
dx, L e dx/ J dXj 

II > 0 , the momentum equation for weak vorticity is: 

duj 

dx. 

ait, 

~~dt 
+ U, 

du, 

dXj 

1 dP 
-^~ + -^(VL + 

p dXi dx 
pT)y 

du, 

dx. ) 

dx, 
vTy 2fi,y - sign(H,)C0 

kvl d\Q 

dXj fl (12) 

The turbulent kinetic energy k and dissipation rate e equations 
are 

de 

at 

dk 

at J 

de 

dXj 

dk 

dXj 

1 d 

P dXj 

1 

P 

(-

a 
dXj ( -

de 

dx 

ok 

,) 

dk 

dXj 

f C , 

G„ 
-fc (13) 

• C , (14) 
pk 

where in the above expressions fi,y = duj/dxi - du,/dXj, nT = 
C > £ 2 / e , / = C 0 £ 3 / 2 / e , C 0 = 0 . 3 8 - 0 . 4 1 , C^=0.09, C, = 1.44, 
C2 = 1.92, ok = 1.0, ffe = 1.3, for Gk see equation (10). In other 
conditions the above equations may be simplified. 

(a) For II >0 , when the vorticity is very weak, or the 
stratification is very slight or there is strong stretching of the 
vortex, £= 1; then equations (12), (13), and (14) degenerate to 
the k-e equations of [5]. These equations can obtain 
satisfactory results for pure stretching turbulent flow but for 

homogeneous shearing flow the computational result is 
disappointing [6]. 

(b) For II <0 , considering the effects of vorticity and 
stratification after simplification by the continuity equation, 
the two-dimensional momentum equations are 

du 

~d7 

dv 

~dl 

+ u 
du 

~dx 
+ v-

du 

~aj 
1 dp 

) dx 
+ "L <-( 

a2u 
~dxT 

a „ . ^ kvl a2 mi 
— M l - s i g n G O C V r — ~-^-r 

dv dv 
+ u — hi) 

dx dy 

- 1 dp 
+ n\ 

d2V 

+ ~-e r Q-sign( i ; )C 0 j> 7 -
dx. 

dy ' ^ \ dx2 

kV2 a2mi 

d2U 

"ay2 

a2v 
liy2 

(15) 

dx1 (16) 

G„ = C. 
pk 

+ 4 
du 

~aj 
dv 

~dx 

+ 2 

Cn 

/ dv \ 2 

e l V 3AT / \ dy 

k}12 r 
^sign(M) 

aim du ami dv 
- 5 H s ign(y)— — 

dy dy dx dx 
}} (17) 

The vorticity is fi = 
dv 

dx 

du a 2 1 £21 
:~alcr and 

a2mi 
dy2 

are the third-order spatial derivatives of the velocity com
ponents. The last term on the right of both equations (15) and 
(16) is the dispersive force per unit mass. The term 
-(d/dy)i>rQ in (15) and +(d/dx)vTQ in (16) is the orientation 
force per unit mass. 

Numerical computat ions showed that the curling directions 
of the horseshoe vortices were determined mainly by the 
orientation force, while turbulent energy inversion was by the 
dispersive force. For I K 0 , equation (11) is the most im
portant result of research of interaction between dissipation 
and dispersion. Many perplexing turbulence problems are 
related with this equation. Most previous models for tur
bulence may be included in equation (12) for the case II > 0 . 
These two equations coexist. In previous works equations like 
(11) were absent. 

Negat ive Dispers ion and Energy Inversion 

Negative dispersive force has special significance. It rec
tifies the random motion of micro-eddies into the directed 
collective flow. This is energy inversion or feedback. The 
following is an example. 

Superimpose a field of fluctuating eddies on the 
background of a plane circular vortex field. This composite 
vortex field is composed of many concentric layers containing 
in each a populat ion of arbitrary shaped micro-eddies (Fig. 
2d). Concentric circles b-b, a-a, and c-c are streamlines of the 
background vortex. The tangential velocity distribution along 
r is shown in Fig. 2(b). Observe two adjacent micro-eddies 
sandwiched between streamlines b-b, a-a, and c-c. In relative 
motion each eddy retains its vorticity 0 due to shear between 
the layers. Select 0 ' on b-b and 0 " on c-c, respectively, as the 
instantaneous centers of rotation for the inner and outer eddy. 
On a-a, the contacting pair of eddies imparts an upstream 

disturbing velocity u = Ql+ Ul=Ql, reducing the max
imum tangential velocity to U-u. The velocity dis
tribution along r across the vortex core boundary a-a is 
smoothed into the curve bHc instead of bac (Fig. 2b). This is 
the result of vorticity diffusion due to turbulent viscosity. 

Assume the inner eddy is propagating radially outward with 
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disturbing velocity +v, and the outer eddy is propagating 
inward with disturbing velocity - v. Each eddy with its 

angular velocity fi about the instantaneous center of ro
tation will generate the Coriolis force per unit mass F=Qv 
acting in the same direction as U(Fig. 2d). The Coriolis force 
in this way converts the kinetic energy of fluctuating eddies 
into the directed collective flow. This is negative dispersion or 
energy inversion. Lin [3] stated a similar proposition. On 
streamline a - a the gradient of vorticity with respect to radius 
d2Q/dr2 has the maximum value which produces strong 
negative dispersion in such region. The excited micro-eddies 
possess the duality of wave and particle. Their behavior 
follows the Schrodinger equation. The fluid layers on both 
sides of a-a containing micro-eddies of scale / may be con
sidered as a "wave guide." Only eddies with scale or 
wavelength less than or equal to a critical value (the cutoff) 
wavelength), can be rectified into directed collective flow. 
Longer wavelength than / or small wave number than m can 
not be rectified. 

When the strength of eddy vorticities on opposite sides of 
the dividing streamline a-a are different, the amounts of 
rectified kinetic energy are different. For example, in a 
passive wake vortex, due to pressure stratification the vor
ticity is stronger in the internal side causing greater drop of 
stagnation temperature after rectification. 

In a wall boundary layer disturbances come only from the 
main external flow. Fluctuating eddies in the unstable layer 
are rectified to unidirectional flow by Coriolis force F (Fig. 3) 
forming the 1/7 power velocity profile of the turbulent 
boundary layer. It is worthwhile to mention that negative 
dispersion occurs only when the negative dispersive energy is 
greater than the dissipative energy. 

Energy Equation of Turbulent Flow 

In the energy equation of turbulent flow the dissipation 
function <j> and dispersion function \j/ coexist 

dh dh 1 dp 1 dp 
——I- v j —— = — — — I v 
at oxj p at p J dXj 

(j> = tir\ 

1 

P 

dll; 

dx. 

V dx, dx, ) 

' & > 

du. 

(18) 

dXj dXj 

+ HL\ 

+ 2fi. 
dx. 

dUj 

dXj 

dUj 

dx. 

dlij 

dx. 

i H -£rsign(";) 
d I Qy I diij 

dXj dXj 

(19) 

(20) 

In any case <£>0. For negative dispersion t/<<0. For 
positive dispersion \j/>0 which contributes to disintegration 
of eddies by frequency "scattering" of the disturbance waves. 
The negative dispersion region with maximum vorticity 
gradient is a nonlinear, unstable thermodynamic subsystem 
transferring mass and energy with the surroundings by means 
of the disturbing waves. Negative dispersion follows the 
"dissipative structure" theory proposed by Prigogine. This 
theory stated that when a nonlinear system deviates far away 
from equilibrium a new orderly dissipative structure is 
generated. The "wave guide" effect in Fig. 2 is a typical 
dissipative structure. 

Interactions of disturbing waves and solitons enable a 
nonlinear system to jump from an unstable to a stable mode. 
Many interesting phenomena are produced in this way, such 
as energy inversion in the vortex tail behind a bluffbody, 
coherent horseshoe vortices in a turbulent bourfdary layer, 

Fig. 2 Composite vortex field 

I 
unstable | 
layer^ ^ ^ j 

stable layer 

7777777777777777777777777777777777777 
Fig. 3 Rectification of eddies in turbulent boundary layer to maintain 
the 1/7 power velocity profile 

temperature separation in the Ranque-Hilsch tube, tornados, 
typhoons, oceanic vortex, vortex in the galaxy, and the 
autoregulatory microcirculation of blood flow. 

Selection of Empirical Coefficients 

Turbulent eddies in different stages of evolution and 
disturbing waves at different frequencies possess different 
rates of decay in different regions. Diffusion of gradients of 
some property was used in the control equations. In order to 
obtain the temporal mean parameters, at least one empirical 
coefficient C0 is required in equations (11)—(17). This is due to 
the lack of knowledge about the mean frequency of the 
propagating disturbing vorticity waves. Regretfully, this 
frequency is indirectly expressed by the gradient of vorticity, 
the turbulent mixing length, and C0. From experiments the 
calculated value is C0 = 0.38-0.41. 

The empirical coefficients of the k-e model fit the ex
perimental data of isotropic turbulence. Using these coef
ficients we may obtain satisfactory calculation results for pure 
stretching flows [6], but very poor results for pure shearing 
flows. When the vorticity is very weak, equations (12)-(14) 
degenerate to the k-e model equations. So we just need a set 
of coefficients suitable for pure stretching. From GAr(equation 
(10)), the term related to vorticity is arranged bilaterally with 
the deformation rate tensor. This means that in either extreme 
case of pure stretching or pure shear, the same empirical 
coefficient may be used. Our computations have shown that 
adopting the coefficients from the k-e model equations, the 
results are satisfactory for both pure shear and pure stretching 
flows. 

Computational Procedure 

1 Solve the nondimensionalized Navier-Stokes equations 
for the flow field using the "equivalent Reynolds number" 

262/Vol. 108, APRIL 1986 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / , 

•///mi" Energy inversion region 

0-2 o.A 
Ub Turbulence i n t e n s i t y 

Fig. 4 Computational result of the wake vortex field behind a bluff-
body 

which is several hundred times smaller than the inlet Reynolds 
number. 

2 Use the above solution and the inlet Reynolds number as 
input to the computation of the discretized equations 
(10)-(14) by the ADC method from [7]. 

3 Both equations (11) and (12) are stored in the computer. 
At each grid point and each iterative step, equation (8) is 
checked for proper sign; let the computer choose the suitable 
equation from (11) and (12). 

4 Estimate the relaxation coefficient g prior to finding the 
turbulent kinetic energy k at each grid point. 

5 To show the significance of each term in the control 
equations, the following tests are made: 

Deliberately omit a certain term at first, then retain all the 
terms in the control equations. Compare the two calculated 
flow patterns with available experimental results. 

6 Repeat the numerical experiments to ratify the selected 
constants C0 , C^, C;, C2 , ak, at. 

Calculation of a Wake Vortex 

To simulate a turbojet afterburner as in [8], the wake vortex 
behind a 60 deg wedge in a rectangular duct with blockage 
ratio 0.5 and inlet Re of 6.9 x 104 was calculated by 
equations (10)-(14). The streamlines of recirculating flow, the 
distribution of turbulence intensities, and the energy inversion 
region are shown in Fig. 4. These agree very well with the 
experimental results o f [9]. By equation ( l l )w i thC 0 =0 .38 to 
0.41, the sum of orientation and dispersion forces in the 
energy inversion region is greater than zero. This corresponds 
to "negative viscosity." If the third-order derivative term is 
omitted then negative viscosity also disappears. This example 
supports our theory that negative dispersion results in tur
bulent energy inversion. In a highly compressed, high pressure 
gradient, and high centrifugal force region, the dissipation of 
turbulent kinetic energy does not follow the Kolmogoroff 
law. Disintegration of eddies stops in such regions. 

Calculation of Turbulent Boundary Layer 

Using equations (10)—(14) the periodic coherent vortex 
patterns within a two-dimensional turbulent boundary layer 
have been calculated and are shown in Fig. 5. 

The boundary conditions were: The velocity along the wall 
and the pressure gradients and vorticity gradients normal to 
the wall were all equal to zero. The time-averaged velocity 
profile of the turbulent boundary layer conformed to the 1/7 

a ^ 7/////7/r///////7)/7///////) // / / 77/// 

I////////// ///////// /I /////I///// //" 

Fig. 5 The coherent vortex pattern in a two-dimensional turbulent 
boundary layer: (a) vortex speckles in fixed coordinates; (b) vortex curls 
in moving coordinates; (c) periodic change of velocity profiles 

rrm'nnmnf)> n/i n n n. 

A— A 
S e c t i o n 

Fig. 6 The horseshoe vortex in moving coordinates transformed from 
calculated data in fixed coordinates: (a) side view, (b) top view 

power law. The value of C0 must be kept in the range 
0.38-0.41. Reducing C0 to 0, the velocity profile changed to 
that of laminar flow. Increasing C0 greater than 0.41, the 
computation diverged. These explain that the 1/7 power law is 
determined mainly by the negative dispersion force. Only with 
a suitable value of C0, the periodic coherent vortex pattern is 
then generated. In fixed coordinates the oblique vortex 
speckles appear as in Fig. 5(a). Maximum vorticity is located 
at the vortex eye. In moving coordinates those speckles appear 
as periodic curls in Fig. 5(b). The velocity profiles 
corresponding to different points 1, 2, 3, . . . on a certain 
curl are plotted in Fig. 5(c). It may be seen that initially the 
profile is indented at the location of maximum d2Q/3y2. Then 
the indentation gradually moves upward until the profile 
recovers to its 1/7 power shape again in a full period. Ac
cording to equations (15) and (16) the curling directions are 
dictated by the orientation forces. Numerical experiments 
obtained the following facts: 

If the negative dispersion term in equation (11) is omitted, 
due to the input of 1/7 power velocity profile at the inlet, a 
single incomplete curl appears only once but never again. 

If the negative dispersion term is retained but the orien
tation term is omitted, then in spite of the 1/7 power input 
profile no coherent curls are generated. 

These indicate that orientation forces generate the coherent 
curls and negative dispersion forces maintain the periodicity 
of velocity profiles. 

The same computational technique and boundary con
ditions were applied to a three-dimensional turbulent 
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boundary layer. An array of three-dimensional horseshoe 
vortices was obtained, one of which is shown in Fig. 6. 

There exist fast and slow speckles in the sublayer. The 
center line of the horseshoe vortex coincides with that of the 
slow speckles. Such vortex structure conforms with that 
reported in [10], Computation also discovered that in a 
diffuser duct adverse pressure gradient excited the coherent 
flow pattern in the boundary layer. Periodicity of the flow 
pattern is directly proportional to the external flow velocity 
and inversely to the boundary layer thickness. By assessing the 
sum of orientation and dispersion forces, the "equivalent 
Reynolds stresses" may be evaluated. Thus, the anisotropic 
turbulent viscosities can be found. 

Conclusions 

1 Turbulence is a physical process of interaction between 
dissipation and dispersion of turbulent eddies. 

2 There exist two momentum equations for turbulent flow: 
equation (11) for strong and equation (12) for weak vorticity. 

3 The momentum equation for strong vorticity describes 
the nature of coherent flow patterns, energy inversion, and 
the delay of eddy disintegration through the energy spectrum. 

4 Turbulent energy equation (18) contains both dissipation 

and dispersion functions. Dispersion functions may be 
positive or negative depending upon the "dissipative struc
ture" of turbulence. 
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An Investigation of a Highly 
Loaded Transonic Turbine Stage 
With Compound Leaned Vanes 
An investigation was made to compare the performance of a highly loaded tran
sonic turbine stage with and without compound leaned vanes. In both cases, 
velocity distribution along the vane surfaces was calculated from a full three-
dimensional time-marching finite volume method. Nozzles were tested in a wind 
tunnel. Through rig tests, velocity profile at the stage exit was measured and the 
stage overall performance obtained. Performance in both tip and hub regions was 
improved by using the compound leaned vanes so that the stage efficiency increased 
by approximately 1 percent. The improvement is particularly remarkable at off-
design points. 

Introduction 
Generally speaking, the aspect ratio of a high-pressure 

turbine in high-flow engines and small engines is com
paratively low, and secondary loss shares 60-70 percent in 
total loss occurred in such a turbine. High potential of in
creasing efficiency lies in minimizing secondary losses. A 
simple and effective way to do that is to use compound leaned 
vanes. On the topic, subsonic long vanes [1, 2] and transonic 
short vanes [3, 4] were investigated. In order to demonstrate 
the effects of compound leaned vanes on a transonic turbine 
stage with low aspect ratio, an investigation has been carried 
out at NPRI. Firstly, a highly loaded transonic turbine model 
with conventional vanes was tested [5]. That stage was used as 
a basic stage. Secondly, the same stage, with compound 
leaned vanes instead of conventional vanes, was tested. Both 
vanes were examined in a wind tunnel to set up their 
aerodynamic behavior. Furthermore, a full three-dimensional 
flow field has also been calculated for the two kinds of vane. 
This paper is to analyze and evaluate the results obtained 
from the work mentioned above. 

Basic Stage Design 

As pointed out, the basic stage is a highly loaded transonic 
stage. The flow path and parameters are shown in Fig. 1, and 
velocity diagram at mean diameter in Fig. 2. Vane height 
H= 48.75 mm. Relative height of vane H/Rmid = 1/3.77, vane 
aspect ratio H/B = 0.97. The radial stacking line of vane 
sections is positioned near the throat. 

The basic stage design was of a controlled vortex type. The 

Contributed by the Gas Turbine Division and presented at the 1985 Beijing In
ternational Gas Turbine Symposium and Exposition, Beijing, People's Republic 
of China, September 1-7, 1985. Manuscript received at ASME Headquarters 
May 6, 1985. Paper No. 85-IGT-8. 

work varied as parabolic distribution along blade height so as 
to reduce the loss at both ends and all sections can be operated 
at a favorable condition, especially sections near two walls. 
As a result of using such a work distribution, the following 
advantages can be obtained: decreasing the flow deflection at 
both ends of the vane and the Mach number at the outlet, 
increasing the difference of flow angle of the blades between 
inlet and outlet, decreasing the turning angle, therefore 
decreasing the transverse pressure gradient across the passage 
at both ends of vanes and blades. 

To obtain profiles with good performance that are suited to 

M. 2.4 
•Kr 3.5 
le/j 26.4? 

Vo/0 0.775 

Fig. 1 Flow path 

vo££ 

Fig. 2 Velocity diagram at mean diameter 
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Fig. 3 Scheme of compound leaned vanes 

transonic conditions, contours of the vanes and the blades, in 
particular the contour of suction surface, have been designed 
with great care. Some typical sections were tested in linear 
cascades. Results showed their performance was very 
satisfactory not only at design point but also at off-design 
point [5]. 

Design of Compound Leaned Vanes and the Flow Field 
Calculation 

It is well known that secondary flow in a turbomachine 
resulted from interaction of boundary layers on end walls and 
pressure gradient in transverse and radial direction caused by 
main flow. Needless to say, the situation of the boundary 
layers and the pressure gradient in such directions are two 
important factors. Boundary layers can be controlled, thus 
loss can be reduced, by sucking the layers away or injecting 
flow with higher energy. However, they are more costly. 
Transmitting fluid particles with lower energy from the 
boundary layer on the end walls to the suction surface, the 
transverse pressure gradient across the passage serves as the 
dynamic source that causes the secondary flow. The tran
smission of lower energy particles accumulating near the two 
end walls in the radial direction depends on the radial pressure 
gradient. Therefore, the intensity and extension of the 
secondary flow would be affected by the magnitude and the 
direction of the radial pressure gradient. 

As we know, the equation of motion in the radial direction 
on stream surface S2 is 

cos d> - V.„ sin 6 — 1- Fr dp v. 
dr 

+ • 
V„, 

dm 

where 

Fr = 
\dP _/V^ ldP 

~prdd : tan e 
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P = (Pp-P3) / (PS-P e x i t ; h u b ) 

Fig. 4 Pressure difference between pressure and suction surface in a 
cascade passage 
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Fig. 5 Distribution of relative pressure on suction surface 

It is obvious that the radial pressure gradient can be changed 
by making use of the radial component of flow surface force 
Fr. Correspondingly, the pressure gradient on stream surface 
S, will also be altered. When the manner that the sections of a 
vane or blade are stacked changes in such a way that can cause 
a radial component of stream surface force producing an 
advantageous pressure distribution, "leaned vanes" are 
obtained. At the hub, the lean that causes pressure surface to 
incline toward the inner wall of flow path is referred to 
positive, but at the tip, the lean that causes it to incline toward 
the outer wall is negative (Fig. 3). The inclined angle at each 
end is about 25 deg. 

As pointed out earlier, different flow field exists in com
pound leaned vanes and ordinary vanes. A full three-
dimensional calculation of the flow field for both vanes is 
carried out by using the time-marching finite volume method 
[6]. The computational results showed that the pressure 
difference between pressure and suction surface in a cascade 
passage somewhat increases at midspan, but decreases 
somewhat at both ends (Fig. 4). That is to say, the transverse 
pressure gradient is decreased at two ends of vane so that the 
transmittal of lower-energy fluid particles from the boundary 
layer near the end walls to suction surface is suppressed, 
which results in substantially minimizing losses at tip and 
hub. In addition, the radial pressure gradient existing at both 
ends can be changed by compound leaned vanes as it was to be 
desired. Circumferential component of the absolute velocity 
increases with the increasing of flow expansion from entrance 
to geometric throat (Station 24 in Fig. 5) of the passage on 
suction surface; the radial component of the stream surface 

Nomenclature 

B = 
F = 
H = 
Le = 
M = 
N = 

ft = 

r = 
r,„ = 

T = 

chord of the airfoil 
stream surface force 
vane height 
effective work 
Mach number 
stream surface vector 
relative value of rotational 
speed 
radius 
curvature radius 
temperature 

w 
V 
a 
e 

V 
M 
•K 

P 
pv„ 

Pi 

</» 

blade wheel speed 
velocity 
outlet flow angle of vanes 
leaned angle of vanes 
circumferential direction 
efficiency 
load coefficient 
pressure drop ratio 
density 
density flow 
reaction 
angle of stream line 

Subscripts 

a = axial 
D = design 

/ = local 
m = meridional 

mid = midradius 
r = radial 
t = theoretical 
6 = circumferential 

Superscripts 
* = stagnation 

- = stream surface 
value 

or relative 
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Fig. 7 Computational distribution of surface velocity: hub section 
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Fig. 8 Computational distribution of surface velocity: midspan 
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force, however, increases seriously. Therefore, the difference 
of pressure gradient between both vanes would reach to its 
maximum value at stations near the geometric throat and 
would be reduced downstream of the throat, since the more 
supersonic expansion, the larger circumferential component 
and the weaker action of the stream surface force there. This 
difference would even become less at gap stations (Fig. 5). 
The development of secondary flow is greatly suppressed by 
the significant alteration of the radial pressure gradient at 
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Fig. 9 Computational distribution of surface velocity: tip section 
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Fig. 10 Density flow distribution 
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Fig. 11 Computational distribution of flow angle at vane exit 

both ends of vanes before the throat. The difference appears 
to be diminished after the throat, but its effects on losses seem 
to weaken as well, because the separate point is located in the 
rear of the suction side if separation occurs. The difference of 
relative pressure gradient at the mean line of passage varies 
with the same tendency as that on suction surface except that 
the value is smaller (Fig. 6). The difference on the pressure 
side is very small. The pressure gradient at the tip and hub of 
compound leaned vanes directs in the opposite direction due 
to the action of Fr. Static pressure rises toward two end walls 
and decreases at midspan. Correspondingly, the Mach 
number on the suction surface at both ends decreases, with a 
greater reduction value and a more rearward peak position at 
hub (Fig. 7 and Fig. 9), having a favorable effect on 
minimizing losses near the path walls. The Mach number rises 
slightly at midspan sections (Fig. 8). As for the outlet Mach 
number, it reduces at hub sections, rises at tip, and closes to 
that at midspan. 

The density flow distribution of the compound leaned vane 
is shown in Fig. 10. At both ends, it is less than that of the 
basic vane at stations upstream of the throat and larger at 
stations downstream of it. This assures more uniform flow 
distribution at tip and hub of the turbine blade inlet and 
results in less losses there. 

In addition, flow angles near two walls at the vane outlet 
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Fig. 13 Radial distribution of stage efficiency 

would increase in the case of using compound leaned vanes 
(Fig. 11). This will cause the turbine blade to operate at 
negative incidences at both ends and improve aerodynamic 
behavior in those places. 

The full three-dimensional calculation has indicated that 
the flow field of compound leaned vane reflects the design 
features to a large extent and fulfills the design concept 
satisfactorily. 

Basic Results of Experiment 

The nozzles with compound leaned vane and basic vane 
were tested individually in a wind tunnel. Radial and cir
cumferential measurements were taken within an annular 
cascade window continuously and automatically, by using 
wedge-shaped total-pressure direction probes downstream of 
the cascade, at a total of 15 sections along the vane height. 
Shock-wave correction was made under supersonic con
ditions. In the meantime, static pressures on both outer and 
inner walls were also recorded. Mean values of such 
parameters were arithmetically averaged along the 
corresponding constant radius. The stagnation efficiencies are 
based on arithmetic mean values measured by five multipoint 
total-pressure probes located at 71 cm downstream from the 
blade trailing edge, and on torque measured by a hydraulic 
dynamometer. Since the measurement position is far enough 
from the exit so that all the loss can be taken, the efficiency 
obtained is convincing. 

Compared with the basic vane, losses have been reduced 
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Fig. 14 Radial distribution of Mach number at vane exit 
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Fig. 15 Variation of reaction at hub and tip with pressure drip ratio 
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Fig. 16 Comparison of stage relative efficiency 

significantly in the upper part and in the region approximately 
20 percent of vane height at hub in the case of compound 
leaned vane. Velocity coefficient, however, was somewhat 
reduced in the region of about 20-45 percent of the height 
(Fig. 12). The active effects of the compound leaned vane can 
be seen obviously. The temperature difference efficiency 
distribution measured at stations downstream of the stage 
shows similar results to those of the nozzle tested in wind 
tunnel (Fig. 13). 

The comparison of experimental results between the basic 
stage and the stage with compound leaned vanes has com
pletely verified the design intention and conclusion from 
theoretical analysis. The pressure drop ratio obtained from 
static pressure on both outer and inner walls has indicated 
that the ratio in the stage with compound leaned vanes in
creases at hub and decreases at tip, and the absolute increment 
of the former is greater than the latter. The Mach number 
distribution along the vane height downstream of the cascade 
obtained from wind tests has also shown that the distribution 
varies toward a more uniform one when the leaned vanes are 
used (Fig. 14). As a result, the reaction of the stage increases 

268/Vol. 108, APRIL 1986 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



at the hub and decreases at the tip (Fig. 15). The reduction of 
losses at both ends of the nozzle vanes, the increase in the 
density flow at the tip and hub of the vane exit, and the 
equalization of outlet Mach numbers all cause the flow that 
enters turbine blades at both ends to be more uniform; thus, 
the boundary layer becomes thinner. The alteration of stage 
reaction, the tendency for the incidence at blade tip and hub 
to vary toward a negative value, and the ability of flow ac
celeration at both ends decrease the losses. In Fig. 16, the 
stagnation efficiency value of two stages divided by the design 
efficiency value of the basic stage is used to indicate the ef
ficiency improvement. It is 0.8 percent at design speed and 
1.6-2.0 percent at lower speeds for the leaned vane stage. For 
the same speed, the improvement is slightly greater in the case 
of lower pressure drop ratio. At off-design; turbine stages 
generally operate at lower reactions or larger incidence. 
Compound leaned vanes, however, can play a role of 
changing flow field at various working conditions, increasing 
the reaction level at the hub from a lower, even negative, 
value or decreasing the positive incidence, thus giving rise to a 
greater advantage. 

Conclusions 

1 By using compound leaned vanes, the transverse pressure 
gradient across flow passage at both ends is decreased, and 
the transmission of lower energy particles to suction surface is 
diminished. Furthermore, a positive radial pressure gradient 
at the tip is increased and a negative pressure gradient at the 
hub is obtained. These will not only control the development 
of secondary flow occurring within the nozzle vane passages 
but also cause the flow that enters the next blade row to vary 
toward a uniform field. 

2 The tests have shown a substantial improvement in 

performance at both end walls from using compound leaned 
vanes. Secondary losses are appreciably reduced with only 
slightly reduced performance at midspan. 

3 The reaction can be raised at the hub and reduced at the 
tip by compound leaned vanes. For a highly loaded transonic 
turbine stage with vane aspect ratio of 0.97 and design 
pressure drop ratio of 3.5, the stage with compound leaned 
vanes has a stagnation efficiency 0.8 percent higher than that 
of the basic stage with ordinary vanes at design speed and 2 
percent higher at lower operating speeds. It has been shown 
that the compound leaned vanes are useful and effective even 
in a transonic stage. 
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Growth of Secondary Flow Losses 
Downstream of a Turbine Blade 
Cascade 
Endwall total pressure losses downstream of a low-speed turbine cascade have been 
measured at several planes in order to determine the changes in secondary flow loss 
coefficients and the growth of the mixing loss with distance downstream. The 
results obtained are compared with various published secondary flow loss 
correlations in an attempt to explain some of the anomalies which presently exist. 
The paper includes some new correlations including one for the important gross 
secondary loss coefficient YSG with loading and aspect ratio parameters as well as 
the upstream boundary layer parameters. 

Introduction 

The secondary flow losses, which are associated with the 
streamwise vorticity in the exit flow from turbine blades, are 
often a very significant fraction of the total losses. Control or 
minimization of these losses is, therefore, very important in 
the design of turbines. It is obviously necessary to obtain a 
quantitative understanding of the influencing parameters for 
a given turbine geometry and flow condition. 

Experiments by Came [1] in 1973 described a series of 
measurements of secondary loss with varying inlet-wall 
boundary layer thickness and varying air inlet angle. The 
averaged secondary loss was correlated with blade loading, 
aspect ratio and inlet boundary layer parameters. 

Morris and Hoare [2] made detailed measurements of 
several forms of meridional endwall profile and in which the 
blade aspect ratio and inlet-wall boundary layer thickness 
were varied. The experimental facility appeared to be the 
same in every respect to that of Came, except for the addition 
of a movable "false" wall within the wind tunnel. Two of 
Came's measurement points are shown corrected in this 
paper. 

The values of YSG of Dixon and Cooke [3] as determined by 
experiment showed differences from those determined by the 
correlation given by Morris and Hoare [2]. However, these 
correlations were obtained from data measured at 1.35 c in 
the stream direction from the trailing edge plane whereas 
Dixon and Cooke [3] obtained their data at 0.18 c in the same 
direction. 

This paper concerns a program of experimental work 
carried out to determine the effect of flow mixing processes 
and varying inlet boundary layer thickness on the total 
pressure losses developed by a low-speed flow through a high-
deflection turbine blade cascade. 

. ) , , , 
Flow ' 

p, 
/ Inner or end-wall 

j _ L J — , — , _ , 

— Blades 

^Ouhsr w a l f ^ \ , . . , 
^ Variable 

lengrh walls 

Fig. 1 The tunnel working section (a) showing variable length scheme 
for endwall; (b) the blade cascade and position of measurement slots 

Experimental Facility 

Testing the blade cascade was conducted by means of a low-

Contributed by the Gas Turbine Division and presented at the 1985 Beijing In
ternational Gas Turbine Symposium and Exposition, Beijing, People's Republic 
of China, September 1-7, 1985. Manuscript received at ASME Headquarters 
May 13, 1985. Paper No. 85-IGT-35. 

speed wind tunnel exhausting directly to atmosphere at the 
cascade exit. The experimental facility was the same in every 
respect as that of [3], except for the addition of a movable 
outer wall (Fig. la) and a pair of adjustable tailboards (Fig. 
lb) 60 cm long. The thickness of the cascade end wall 
boundary layer was varied by making alterations to the length 
of an inner wall or an outer wall. 
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Fig. 2 T113 turbine blades and measured midspan surface pressure 
distribution 

The cascade consisted of six turbine blades with a nominal 
camber of 100 deg (Fig. 2) made from cast epoxy resin 
reinforced with glass fiber matting. The main geometric 
details of the cascade are given in Table 1. The blading section 
used was based on a parabolic arc camber line with a thickness 
distribution designated Tl 13 developed by Smith and 
Johnson [4]. Pressure tappings set into the pressure and 
suction surfaces on either side of the central blade passage 
enabled the pressure distributions to be determined. Figure 2 
shows the blade surface pressure distributions measured at 
midspan. Measurements of pressure were also made at 7.5 cm 
and 2.5 cm from the endwall but as these were little different 
from the readings obtained at midspan they have been 
omitted. Testing was conducted at an air speed such that the 
blade chord Reynolds number was approximately 3.5 xlO5 

based on the average outlet velocity. 

Instrumentation and Measurements 

The upstream total pressure in the mainstream was 
measured with a simple pitot probe, whereas the downstream 
total pressure traverse was measured with a miniature cranked 
Kiel probe, 3 mm o.d., and the inlet wall boundary layer was 
measured with the same Kiel probe. The Kiel probe, or 
shrouded total-pressure probe, has the important charac
teristic of being insensitive to large changes in flow direction 
(i.e., ±40 deg approximately). This characteristic was ex
ploited in this flow investigation by simply setting the probe 
against the average flow direction. Total pressure readings 

Nomenclature 

c = blade chord 
Cp = static pressure coefficient = (p—pa)/VipVys

1 

Cpr = diffuser pressure recovery factor = (A/?)/VipV2fs
2 

h = blade height (or span) 
H = shape factor of boundary layer 

/ = distance from exit plane in flow direction 
m = index in power law 
p = static pressure 
P = total pressure 
q = dynamic pressure 

Re = Reynolds number 
s = blade pitch 
V = velocity 

x, y, z = axial, pitchwise, and spanwise directions 
X = gross secondary loss parameter 

h Ysc cos «! 

c Z cos a2 

Yt = mass-averaged inlet loss coefficient, relative to exit 
Q 

y, * = mass-averaged inlet loss coefficient, relative to 
inlet q 

Y2b = mass-averaged exit boundary layer loss coefficient 

Table 1 

Blade choreic 27.5 cm 
Blade aspect ratio h/c 2.36 
Pitch/chord ratio s/c 0.651 
Maximum thickness/chord tic 0.272 
Blade inlet angle u\ ' 34.8 deg 
Blade outlet angle a2 ' - 66.05 deg 

were transmitted by a short length of plastic tube to a small 
sensitive pressure transducer (Gaeltec Type 8T). The electrical 
analogues of total pressure and probe position were input to 
the A to D converter (All3) and the numerical values input to 
the Apple II computer. Probe motion across the blade pitch 
and along the blade span was implemented by an L.C. Smith 
traverse gear under computer control. A full area traverse 
over the range z = 0.2 to 32.4 cm (50 percent span) from the 
endwall was made with about 20 pitchwise sweeps. Close to 
the end wall about 70 pressure readings were recorded and 
about 25 toward midspan, the full area traverse taking about 
45 min, but less than 30 min without the detailed printout of 
every measurement point of the traverses. In all the flow 
traverses a whole blade wake was covered with the readings 
closely incremented. 

The "gross" secondary loss coefficient YSG was obtained 
by subtracting the profile loss coefficient YP from the mass-
averaged total loss coefficient YT. It is recognized that YP is 
not equal to the two-dimensional profile loss coefficient. 
Sharma and Graziani [5] concluded that existing two-
dimensional boundary layer calculation methods can sub
stantially underestimate the midspan boundary layer losses in 
low aspect ratio cascades. One of the main sources quoted by 
Sharma and Graziani is the well-known work of Langston et 
al. [6] in which the span/chord ratio was the relatively low 
value of 0.8077. The present work had a span/chord ratio of 
2.36 and the values of YP measured over the central part of 
the span are probably not much different from the two-
dimensional value. 

It was assumed that the static pressure downstream of the 
blade was equal to the atmospheric pressure. Subsequent 
measurements showed this assumption was approximately 
true. Static pressure measurements were made on the end wall 
downstream of the trailing edge plane along a line midway 
between and extending just beyond the tailboards. Values of 

Yp = profile loss coefficient mass averaged in pitch and 
span directions 

Ysa = "gross" secondary loss coefficient 
Ys = "net" secondary loss coefficient = YSG— Y]-Y2b 

Yy = pitchwise mass-averaged blade loss coefficient 
Z = blade loading coefficient 

= [2(tana1 - t a n a 2 ) ] 2 c o s 2 Q : 2/ c o s am 
ce = air angle 

a2 * = midpitch midspan exit flow angle 
a' = blade angle 

5 = boundary layer thickness 
< 5 * = boundary layer displacement thickness 

AP = total pressure loss (relative to Pt) 
0 = momentum thickness 
p = air density 

Subscripts 

1 = cascade inlet measuring station 
2 = cascade exit measuring station 
a = atmosphere 

fs = free-stream conditions 
m = mean 
T = total 
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lie 

Cp 

0.42 

-0.025 

0.82 

-0.009 

Table 2 

1.28 1.82 

0.036 0.036 

2.18 

0.030 

2.55 

0.029 

Table 3 Inlet boundary layer properties 

Test 
u i > 
cm S,*/C S,*/h cm H\ ' l 

1.58 0.0575 0.0244 1.262 1.25 14.2 0.1252 0.0761 
1.53 
1.16 
1.13 
1.11 
0.77 
0.39 

0.0556 
0.0422 
0.0411 
0.0404 
0.0280 
0.0142 

0.0236 
0.0179 
0.0174 
0.0171 
0.0119 
0.0060 

1.22 
0.94 
0.89 
0.89 
0.58 
0.28 

1.252 
1.241 
1.28 
1.25 
1.32 
1.375 

13.67 
10.76 
9.25 

10.0 
5.6 
2.47 

0.126 
0.1208 
0.1404 
0.125 
0.1594 
0.1875 

0.0746 
0.0519 
0.0506 
0.0519 
0.033 
0.0159 

the static pressure coefficient Cp for various distances / along 
this line are given in Table 2. 

The tailboards were set at the reference exit flow angle 
( a 2 * = - 6 4 deg). On completing the test program careful 
checking revealed a small discrepancy, one board having been 
set at - 63.7 deg, giving 0.3 deg of divergence of the passage. 
However, if the flow is considered to be uniform the pressure 
recovery coefficient Cpr for this diverging passage would be 
only 0.003. The larger variation in Cpr (corresponding to the 
overall change of Cp in Table 2) must be associated with the 
flow mixing of the wakes with the free-stream flow. Mixing 
would reduce the free-stream velocity and this would be 
reflected in the initially rising value of Cp seen in Table 2. 

Results and Discussion 

The inlet wall boundary layer thickness was varied by using 
different lengths of the inner and outer walls (Fig. la). 
Measurements of the velocity profiles were made at a 
streamwise distance of 0.436 c upstream of the cascade inlet 
plane by making a series of pitchwise traverses across one full 
pitch. At this distance upstream only minor pitchwise 
variations in velocity were discernible. The pitchwise averages 
of seven velocity traverses of the inlet boundary layer are 
shown in Fig. 3 and Table 3 presents values of properties 
determined from these measurements. 

It is convenient to assume that the inlet boundary layer 
velocity profile can be represented by a simple power-law 
expression, i.e. 

where m is not necessarily equal to 1/7 as is sometimes 
assumed. 

No satisfactory explanation can be given for the variation 
in the values of H for the different boundary layers. The 
proximity of the blades produces only slight pitchwise 
variations in the measurements made to derive pitchwise 
average velocity profiles. The use of a Kiel probe for these 
measurements was not ideal but the probe outside diameter (3 
mm) to boundary layer thickness ratio was still small enough 
to give realistic results. 

The present tests were conducted to establish the influence 
of the position of the exit measuring station on the measured 
values of the secondary losses. These experiments covered the 
range 0.15<//C'<2.4. Both profile and total cascade loss 
coefficients showed a rising trend up to / / C - 2 . 4 . These loss 
increases are due to flow mixing together with an additional 
loss due to the skin friction on the endwalls. This additional 
loss may be significant because of the effect of the large veloc
ity gradients produced near the endwall by the action of the 
secondary flows near cascade exit. Earlier tests, i.e., Dixon 
and Cooke [3], reported that in turbine cascades of large flow 
deflection the original boundary layer entering the cascade 

I 4 to" >V> ° * * 
6*/C 
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0-0411 

0 0404 

0 028 

0 0142 

Fig. 3 Inlet boundary layer velocity profiles 
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0028 
0-0142 

Spanwise Distance z/cm 

Fig. 4 Variation of pitchwise mass-averaged total pressure loss 
coefficient with distance along span at / = 0.15c 

was swept across the blade passage and away from the end 
wall as the flow progressed through the cascade. At l/C= 0.15 
the new boundary layer was found by them to be very thin and 
the secondary flow velocities close to the end-wall to be of 
nearly the same magnitude as the main stream velocity at 
cascade exit. 

The spanwise variations of the pitchwise mass-averaged 
loss coefficients were measured at / /C=0.15, 0.5, 1.05, 1.35, 
1.58, 1.9, and 2.4 for all seven inlet boundary layers. A 
selection only of these results are presented in Figs. 4 to 7 for 
/ /C = 0.15, 1.05, 1.58, and 2.4 to show the development of the 
loss coefficient profiles. Figure 8 shows the typical evolution 
of the loss profile with distance downstream (for / /C = 0.15, 
0.5, 1.05, 1.58, and 2.4) for one value of 5, */Cof 0.0411. 

Endwall losses continue to rise with increasing distance 
downstream. Figure 8, for 5, */C=0.0411, shows that close to 
the endwall the pitchwise averaged losses increase con
tinuously from / /C=0.15 to 2.4 which would be the effect to 
be expected from wall skin friction. The double peak loss 
distribution changes with a marked shift outward of the outer 
peak from Z = 5.9 cm at / /C = 0.15, to Z = 6.9 cm at / /C = 0.5 
and to Z=8.2 cm at / /C=1.05, whereafter it appears to 
remain at the same position up to l/C= 2.4. The magnitude of 
the second loss peak initially reduces and then continues to 
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Fig. 6 Variation of pitchwise mass-averaged total pressure loss 
coefficient with distance along span at / = 1.58c 

grow for 0.5 <//C<2.4. It can also be seen that the first peak 
diminishes with downstream distance and by //C=1.58 has 
disappeared, partly as a result of the growth in losses close to 
the endwall which swallow it up. 

Figures 4 to 7 show that the double peak loss distributions 
and the gradual disappearance of the first peak occur at about 
the same distances from the endwall irrespective of the value 
of bx*/C. However the magnitudes of the loss peaks differ 
markedly close to the cascade but at l/C = 2A these dif
ferences become less pronounced. 

The subject of secondary flow losses in turbine blades has 
now received a large amount of attention since the publication 
by Ainley [7] in 1948 of an empirical secondary loss coef
ficient for assisting attempts at performance prediction. 
Sieverding [8] has comprehensively reviewed the results of 
experimental secondary flow research in turbine blade 
passages, mainly for the period 1974-1983. Some of the facts 

0-2 

0-1 

-•S3-

z/cm 

Fig. 8 Variation of pitchwise mass-averaged total pressure loss 
coefficient with spanwise distance for 6} IC = 0.0411 

to emerge which are considered relevant to the discussion of 
losses are as follows. 

There are two main features of a turbine cascade secondary 
flow, the passage vortex and the loss core associated with the 
inlet boundary layer. As discovered by Langston et al. [6], the 
vorticity of the inlet boundary rolls up and wraps itself 
around both sides of the blades forming the aptly named 
"horseshoe" vortex. This vortex gives rise to two separation 
lines, one sloping outward from the endwall on the blade 
suction surfaces and the other crossing the endwall to the 
suction surface of the adjacent blade. As discussed by 
Gregory-Smith and Graves [9], this becomes associated with a 
counterrotating vortex in the corner formed by the endwall 
and the blade suction surface. These surface separation lines 
enable the losses caused by fluid shear close to the suction 
surface to feed into the mainstream. It is the passage vortex 
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which convects the loss core across the passage to the suction 
surface where it is then displaced outward to the separation 
line mentioned above. 

There are three types of loss that may be encountered in the 
trailing edge plane, i.e., (/) the corner loss; (ii) the loss core 
associated with the passage vortex; and (Hi) a loss core along 
the passage vortex separation line. These loss cores may be 
more or less superimposed, according to Sieverding [8]. 

Loss Correlations 

Dunham [10] in 1970 demonstrated the variation of gross 
secondary loss coefficient as a function of the inlet wall 
boundary layer displacement thickness. Came [1] in 1973 and 
Morris and Hoare [2] in 1975 suggested that the secondary 
loss can be represented as a function of the straight line of 
5, */C. The correlation deduced by Came [1] for the gross 
secondary loss coefficient YSG is 

r cos a2 

cos a, ' 
[K,Y, 

Unfortunately, the results obtained for high deflection tur
bine blade cascades for secondary losses are in obvious 
disagreement, especially using the formula given by Came. 

Figure 9 shows the gross secondary loss parameter X, i.e., 
YSG corrected for the effects of aspect ratio and aerodynamic 
loading, plotted against <5i */C. The experimental results are 
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Fig. 11 Variation of inlet boundary layer loss coefficient with inlet 
boundary layer displacement thickness 
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less than the values determined by the correlations. They are 
in substantial disagreement with all the experimental points. 

As pointed out by Came [1], in many cases YSG had to be 
calculated from Ys and b\*/C, assuming a 1/7 power law 
inlet boundary layer. This assumption may have introduced 
some error. In order to discount the assumption of the 1/7 
power law, it is more rational to arrange the YSG correlation 
in terms of Y{ instead of 81 */C or Yx*. Yx is a pressure loss 
coefficient relative to the exit dynamic head, i.e., 

Yx = F, *cos2a2/cos2a! 

Using Yx leads to a more convenient and useful means of 
expressing YSG in terms of other blade deflections. 

In Fig. 10, the variation of the gross secondary loss coeffi
cient YSG was plotted against inlet boundary layer loss co
efficient Yx at different distances downstream. These 
experiments covered the range 0 .5</ /C<2.4 . The gross 
secondary loss coefficient shows a uniform increase of 
constant slope up to l/C=2A. A simple correlation applicable 
to this particular cascade geometry but for all of the inlet 
boundary layer thicknesses tested can be derived from Fig. 10 
immediately. The correlation is 

YSG = 0.0085(1 +0.43/ /Q + 0.825 Y, 

and this accurately represents the curves drawn in Fig. 10. 
Although some wall friction measurements were taken no 
satisfactory way of isolating this loss in the correlation was 
determined. 

In a more general analysis of losses it is suggested that the 
following secondary loss correlation could be used in turbine 
blade loss predictions 

YSG
 = Y\ + Ys + Y2b 

cos a2 t Cs 

where Yc=K,Z -
cos a, 

25, /h 

h)' 
K, =0.0055, 

(3W + 1 ) ( ^ 

(it is assumed that m -- ilm 

is unknown), — = 0.379 (Re),-0-2 as found by Dixon and 

Cooke [3]. 
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It would be expected that the difference in YSG between any 
two downstream locations A and B (i.e., Y2b (slot A)- Y2b 

(slot B)) is the combined result of flow mixing and the extra 
wall friction. It should be emphasized that the values of inlet 
wall boundary layer displacement thickness and momentum 
thickness were obtained by a reasonably satisfactory 
measurement method. 

The mathematical modeling of a power-law velocity profile 
for the inlet flow is 

V, 

V, ifi m 
8*, d, H, and m may be represented by 

8* = 8/(l + —) 
\ in / 

1 5* H-\ 
6 = 8* , / / = — , and m = 

m/ 2m +1 6 2 

so that 8*, d, 8, H, and m can be found from K, obtained by 
experiment. 

Figure 11 shows the variation of inlet boundary layer loss 
coefficient Y\ * against inlet boundary layer displacement 
thickness 8j*. The experimental points agree considerably 
with the correlation 

Y,* = 

(l+3m)(o.5-~~~) 

which is deduced from 

• A/2 

! 
Vxl APclz 

(• A/2 

io V"dZ 

where 
V, 

V, ifi d) = I — ) and 8, =8 

•/{P\fS-P\) 

\ in/ 

As has been discussed above, in the secondary loss coef
ficient Ys against 5, */C no obvious variation of Ys is ob
served over the entire range of 8X*/C covered except a 
reasonable scatter band (Fig. 12). 

Conclusions 

1 A simple correlation of the gross secondary loss coef
ficient with distance downstream and with Yx is determined 
for the cascade tested, i.e., 

r S c =0.0085(1+0.43//Q +0.825 y. 

This growth in YSG results from flow mixing processes and 
the wall friction loss. 

2 A new correlation of YSG including loading, aspect ratio, 
and inlet boundary layer velocity profile parameters is 
proposed, i.e., 

YSG = Yi+KlZ^-(C
h) +

 2h!l 
cos a, \ h / / 1 1 5, \ 

(3w + 1)t + 2-T) 
where#, =0.0055 and 82/h = 0.379 (l/h) Re,"0-2. 

3 A correlation relating inlet boundary layer loss coef
ficient and inlet-wall boundary layer displacement thickness is 
deduced for prediction of Yt * 

Y . _ W//Q 
1 (l+3/w)(0.5-5,*//i) 

4 The secondary loss coefficient Ys, excluding the inlet 
boundary layer loss, does not vary obviously with inlet 
boundary layer displacement thickness over the entire range 

of 8{*/C covered, except for a reasonable scatter band. The 
results disagree with the experiments of Came [1], but agree 
with those of other investigators, 

5 The existence of two areas of peak loss some distance 
away from the end wall as well as a thin boundary layer type 
of loss is verified near the cascade exit. As the flow progresses 
downstream the boundary layer type loss thickens rapidly, the 
first peak declines in magnitude and appears to be swallowed 
by boundary layer loss, and the second peak grows in 
magnitude after an initial decrease. 

6 The positions of low-energy fluid, double peak or single 
peak, away from the endwall are not influenced by the relative 
change in inlet boundary layer. However, the magnitudes of 
the peak losses close to the turbine exit are significantly af
fected by the initial boundary layer thickness. As a general 
rule, the larger the value of 5, * is, the bigger the loss peaks 
become. 
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A P P E N D I X 

As a Kiel probe is the main pressure probe for flow 
traversing, only simple approximations for flow averages can 
be obtained. 

The pitch-mass-averaged loss coefficient is 

Vx-Pi) = 1 
Pi-Pa 

P\fs ~Pa " Plfi -Pi 

where it is assumed thatp2 —pa. 
The mass flow weighted total pressure averaged across the 

pitch is 
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\[VAP2-Pa)dy \[{P2-Pa)^dy ana/^-zv-an&P2m=PUs-&PT. 
Profile loss coefficient mass averaged in pitch and span 

P2 —pa = = directions is 

\S
0VX2dy {>,-/,.)'"* Yp= AP, 

where VX2 = V2 cos «2* =cos * 2 *[ - (P 2 -p„ ) J . J J o W ^ W * * 

The total pressure loss coefficient mass averaged in pitch and where APP = 
span directions is f V v H H 

J2£> Jo xl 

APT Yr = — The mass-averaged inlet boundary layer loss coefficient is 
P2,,, -Pi 

• Ml (• S f Ml (• S (• h/1 

Jo \jxi(Pxjs-Pi)dydz ] o Vx(P,Ss-Px)dz 

o \oV^ydZ Jo 

where AP r= I'I * = / ( / V ~ p i ) 
• A/2 ps pA/2 

K,Cfe 
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The Transonic Flow Through a 
Plane Turbine Cascade as 
Measured in Four European Wind 
Tunnels 
Reliable cascade data are esssential to the development of high-speed tur-
bomachinery, but it has long been suspected that the tunnel environment influences 
the test results. This has now been investigated by testing one plane gas turbine 
rotor blade section in four European wind tunnels of different test sections and 
instrumentation. The Reynolds number of the transonic flow tests was Re2 =8x 105 

based on exit flow conditions. The turbulence was not increased artificially. A 
comparison of results from blade pressure distributions and wake traverse 
measurements reveals the order of magnitude of tunnel effects. 

Introduction 

The specific fuel consumption of jet engines has been 
halved during the last thirty years thanks in part to more 
effective turbine and compressor blade design methods. These 
methods were proved and improved by experimental 
verification. The experience shows that experiments are in
dispensable especially in the region of transonic flow in which 
there is great interest today. The quasi-two-dimensional flow 
through compressor or turbine blading can be simulated by 
the flow through a plane cascade, i.e., by a row of blades 
having identical shape and constant spacing along the blade 
height. In order to be able to compare theory and experiment, 
the flow must be physically similar in both cases. The 
following similarity parameters and flow conditions have to 
be considered: 

8 Mach number 
8 Reynolds number 
9 Turbulence 
8 Axial velocity density ratio 
* Aspect ratio in the case of non-two-dimensional flow, i.e., 

8 Periodicity from one blade channel to the next one 
8 Relative inlet boundary layer thickness 

Some of these parameters are difficult to handle. The tur
bulence, for example, which can be defined by the com
ponents of the fluctuations, by its spectrum, by microscale 
and macroscale, is far from understood in a multistage engine 
and can only be approximated in theory and experiment. 

Cascade testing has been carried out for many years and 
will be required in the future, too. The estimate of the ac-

0.2 0.4 0.6 

Fig. 1 Blade shape 
x/c 

Contributed by the Gas Turbine Division and presented at the 1985 Beijing In
ternational Gas Turbine Symposium and Exposition, Beijing, People's Republic 
of China, September 1-7, 1985. Manuscript received at ASME Headquarters 
May 13, 1985. Paper No. 85-1GT-44. 

curacy of a cascade test is seen to be extremely difficult and 
partly dubious because it is impossible to consider all 
possibilities of error. It is also known that the cascade en
vironment, which includes factors such as the development of 
the inlet flow, blockage due to measuring probes, etc., can 
significantly influence the cascade performance, particularly 
in the transonic regime. Therefore, an attempt has been made 
to compare the aerodynamic data obtained on a turbine 
cascade of given geometry in four different wind tunnels at 
sub/transonic flow conditions in order to gain some insight 
into the magnitude of such "tunnel effects," and the 
mechanisms by which they influence the cascade. Some of the 
individual cascades were of different sizes due to the special 
test conditions. The probes used were different in size and 
shape. The operating conditions were steady as well as in
termittent. Flow properties were measured in an upstream 
plane, along the blade surface, and in a downstream plane of 
the cascade. Because of space limitations, only a selection of 
Mach number distributions on the blade and wake traverse 
data are compared here to illustrate the principal findings. A 
complete set of data is to be published subsequently [10]. 

Test Model 

A turbine cascade was chosen as the test model because the 
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Table 1 Blade coordinates 

x / c 

0.5215 
0.5368 
0.5522 
0.5675 
0.5828 
0.5982 
0.61.35 
0.6288 
0.6442 
0.6595 
0.6749 
0.6902 
0.7055 
0.7209 
0.7362 
0.7515 
0.7669 
0.7822 
0.7976 
0.8129 
0.8282 
0.8436 
0.8589 
0.8742 
O.B896 
0.9049 
0.9203 
0.9356 
0.9509 
0.9601 
0.9693 
0.9755 
0.9816 
0.9877 
0.9939 
1 .0000 

(Y /c ) p 

0.1601 
0.1583 
0.1561 
0.1537 
0.1506 
0.1469 
0.1429 
0.1390 
0.1347 
0.1304 
0.1258 
0.1209 
0.1156 
0.1104 
0.1049 
0.0991 
0.0933 
0.0871 
0.0801 
0.0745 
0.O6 81 
0.0614 
0.O5 4 6 
0.0476 
0.0405 
0.0331 
0.O258 
0.O181 
0.0104 
0.0058 
0.0015 
0.0000 
0.0015 
0.0040 
0.0089 
0.0245 

(y /O s 

0.3301 
0.3239 
0.3175 
0.3107 
0.3037 
0.2966 
0.2893 
0.2816 
0.2736 
0.2653 
0.2568 
0.2479 
0.2387 
0.2295 
0.2199 
0.2104 
O.2006 
0.1908 
0.1 807 
0.1706 
0.1601 
0.1497 
0.1390 
0.1282 
0.1175 
0.1064 
0.0954 
0.0844 
0.0733 
0.0666 
0.0601 
0.0537 
0.0500 
0.0454 
0.0411 

x / c 

0.0000 
0.0061 
0.0153 
0.0307 
0.0460 
0.0614 
0.0767 
0.0920 
0.1074 
0.1227 
0.1380 
0.1534 
0.1687 
0.1841 
0.1994 
0.2147 
0.2301 
0.2454 
0.2607 
0.2761 
0.2914 
0.3068 
0.3221 
0.3374 
0.3528 
0.3681 
0.3834 
0.3988 
0.4141 
0.4295 
0.4448 
0.4601 
0.4755 
0.4908 
0.5061 

<y/c>p 

0.0638 
0.0255 
0.0120 
0.0031 
0.0000 
O.0031 
0.0114 
0.0227 
0.0356 
0.0470 
0.0587 
0.0702 
0.0811 
0.0915 
0.1008 
0.1092 
0.1180 
0.1257 
0.1325 
0.1382 
0.1439 
0.1484 
0.1525 
0.1559 
0.1586 
0.1605 
0.1620 
0.1632 
0.1638 
0.1641 
0.1644 
0.1644 
0.1638 
0.1629 
0.1617 

( Y / c ) s 

0.0638 
0.1135 
0.1586 
0.197 9 
0.2276 
0.2525 
0.2730 
0.2902 
0.3043 
0.3166 
0.3276 
0.3374 
0.3457 
0.3528 
0.3583 
0.3629 
0.3666 
0.3693 
0.3712 
0.3724 
0.3733 
0.3736 
0.3736 
0.3730 
0.3721 
0.3709 
0.3690 
0.3666 
0.3635 
0.3599 
0.3558 
0.3515 
0.3466 
0.3414 
0.3359 

end wall effects are less severe than in the case of a com
pressor cascade. A nearly two-dimensional flow can be 
established easily and the influence of the aspect ratio is small. 
The cascade is typical for a coolable gas turbine rotor blade 
section. It was designed following Dejc's method [1]. The 
suction side is derived from one basic lemniscate, while the 
pressure side is composed of both a circular arc and a lem
niscate. The blade is shown in Fig. 1. The blade, designated 
" R G , " served as a test case for calculation [2] at the occasion 
of a VKI lecture series in 1973. Since then it has been used by 
various authors to check their numerical codes, e.g., [3]. 
Many of these methods are now capable of very good 
predictions, and it is therefore important to the development 
of these methods, as much as to experimental techniques, that 
the current limitations of experimental data be understood. 

Nomenclature 

c = chord 
cple = base pressure coefficient ={p,e— p2)/0.5p2w2

2 

h = blade height = span = width of flow channel 
H = height of flow channel perpendicular to flow 

direction 
M = Mach number =f(p/pQI); M, = / (p, /pm ) , 

M2 =f (p2/p02), M2M =f (p2/pm) 
o = throat 
p = static pressure 

p0 = total pressure 
r = radius 

Re = Reynolds number = wpc/jj. 
s = spacing 

Tu = degree of _turbulence in mainstrain direc
tion = 100 V ^ / w 

w = velocity 
x,y = blade coordinates, bitangential 

|3, /3S = flow angle and blade angle relative to cascade 
axis, see Fig. 2 

K = ratio of specific heats 
jj. = dynamic viscosity 

Table 2 Cascade data (nominal) 

s / c 

arc cos(o/s) 

6 S 

B1 

= 

= 

= 

= 

0.71 

67 .8° 

33 .3° 

3 0 ° 

This blade profile was thus considered to be very suitable for 
the present work. 

Later it turned out that the manufactured blade of [2] 
actually did have an undesirable flat part on the front pressure 
side. The coordinates were modified and all subsequent 
blades, i.e., the blades tested at GO, BS, and OX, were made 
according to the modified blade coordinates presented in 
Table 1. 

The cascade parameters are summarized in Table 2. The 
GO blades were equipped with a trip wire of 0.05 mm 
diameter on the suction side at x/c = 0.60. 

The comparison here is restricted to investigations at the 
design inlet flow angle, /3, = 30 deg. 

Experimental Arrangements 

The experiments which will be compared here were carried 
out in four European wind tunnels at VKI Rhode-St.-Genese, 
Belgium; DFVLR Goettingen, West Germany; DFVLR 
Braunschweig, West Germany; and Oxford University, UK. 
The individual conditions concerning test sections and in
strumentation will be described below. 

Test Sections. There are many differences in the types and 
dimensions of the facilities used (see Fig. 2 and Table 3). The 
width of the test section ranged from h = 50 to 300 mm, and 
the chord from c = 32.6 to 100 mm. The number of blades was 
seven or ten. All blade surfaces were ground and can be 
described as hydraulically smooth. The test sections of BS and 
OX had the same size so that physically the same cascade 
could be investigated in these two wind tunnels. The ratio of 
upstream length to tunnel width covered a large range from 3 
to 20. The ratio of downstream length to tunnel width ranged 
from 0.8 to 5. All facilities were equipped with solid parallel 
end walls. No tailboards were used. 

The deviations of the true values of the geometric cascade 

£ = loss coefficient = 1 - w\/w\js 

p = density 
fl = axial velocity density ratio = p2w2 cos (32/plwl • 

cos fi\ 

Subscr ipts 

1 
2 

ch 
cr 
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te 
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= 
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Abbreviations 

AVDR = axial velocity density ratio 
BS = Braunschweig 

GO = Goettingen 
OX = Oxford 
RG = Rhode-St.-Genese 
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Fig. 2 Comparison of test sections 

parameters from the nominal ones were small, and the 
deviations from blade to blade within one cascade were also 
low (Table 3). 

Instrumentation. The flow properties such as static 
pressure T, total pressure and flow angle were measured in 
planes upstream and downstream of the cascade in order to 
adjust the flow for given M/Re conditions and in order to 
carry out the wake traverse (see Table 4). 

Figure 3 shows the probes for the wake traverse 
measurements. Finger probes were used at RG, BS, and OX 
so that each finger (single tube or tube combination) 
measured one flow quantity except the RG probe where one 
finger was sensitive to total pressure and yaw angle. A wedge 
probe was used at GO. This probe was originally developed 
for use in supersonic flows. 

All these probes were calibrated carefully. The calibration 
of such probes for measuring high subsonic and transonic 
flows is discussed extensively in [7]. The probes were moved 
stepwise or continuously with very different velocities so that 
a wake traverse over one pitch took a duration from 1 to 180 
s. Because of the short measuring time of 1 s at OX the 
transducers were installed in the probe holder (see Fig. 2), 
giving a length of approximately 0.15 m for the pneumatic 
tubes. This length ranged from 1.5 m to 6 m in the other cases. 
The accuracy of the transducers amounted to 0.1 percent of 
full scale. These local wake data were transferred to a 
hypothetical plane of homogeneous flow using the laws of 
conservation [8]. The results are shown versus the mixed-out 
value of the exit Mach number M2. 

The surface pressure was measured by tappings on two 

Journal of Engineering for Gas Turbines and Power APRIL 1986, Vol. 108/279 

Downloaded 01 Jun 2010 to 171.66.16.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 3 Geometric parameters of test sections and cascades 

^^~~~^-^Tu nn e 1 

Parameter "̂"""•*-»»̂ ^ 

Name of facility 

Reference 

Type of facility 

Test section h x H 1 

Length of 
upstream straight 
end wall1> 

Length of down
stream guided 
flow2) 

Number of blades 

Blade shape 

Difference nominal 
and real shape^) 

Chord c 

Aspect ratio h/c 

True gauging angle 
arc cos (o/s)4) 

True pitch4) 

True stagger 
angle4) 

RG 

High speed cascade 
wind tunnel (C-2) 

C23 

Blowdown 

50 mm x 180 mm 

1000 mm 

200 mm 

10 

GO 

Plane cascade 
wind tunnel (EGG) 

c4: 

Suckdown 

125 mm x 353 mm 

2550 mm 

650 mm 

10 

BS 

High speed cascade 
wind tunnel (HGB) 

c5: 

Closed loop 

300 mm x 427 mm 

1550 mm 

250 mm 

7 

see fig. 1 

±0.031 mm 
±0.031 mm 

32.6 mm 

1 .534 

67,740+0.10° 

(23.15±0.04)mm 

33.14°±0.09° 

±0.025 mm 
±0.040 mm 

60 mm 

2.083 

67.92°±0.11° 

(42.58±0.19)mm 

33.56°±0.12° 

±0.055 mm 
+0.083 mm 

100 mm 

3.000 

67.96°±0.03° 

(70.88+0.I0)mm 

33.29°±0.03° 

OX 

0.U.E.L. blowdown 
tunnel 

C63 

Blowdown 

300 mm x 420 mm 

800 mm 

290 mm 

Identical with 
BS cascade 

p2,is 
= 67.8 , range with 

1) Upstream of cascade center 
2) Downstream of cascade center in isentropic exit flow direction, 

channel width being equal to blade height 
3) Average value and standard deviation around blade with respect to table 1, normal to contour, 

positive sign means real blade is too thick, front part of pressure side not considered 
4) Average value and standard deviation over four central pitches 

—-^_^^ Tunnel 

P a r am e t e r~~~~~-~~--_̂ ^̂  

Flow quantities at 
cascade inlet: 
Static pressure: 
Total pressure: 
Flow angle: 

Flow quantities at 
cascade exit: 
Static pressure: 
Total pressure: 
Flow angle: 

Wake traverse on 
blade no.1) 

Axial distance2) 

Probe motion 

Time required for 
one wake traverse ' 

Pressure tappings 
on blade no. 

Table 4 

RG 

Side wall tappings 

1Probe 

>Two-finger probe 

5 

21 mm 

Continuous 

45 s 

5 and 6 

Measurement of flow quantities 

GO 

Side wall tappings 

>Probe 

>Wedge probe 

5 

27 mm 

Continuous 

70 s 

4 and 5 

BS 

Side wall tappings 

V Probe 

|Three-finger probe 

4 

40 mm 

Step wise 

180 s 

3 and 5 

OX 

Side wall tappings 

iprobe 

v Three-finger probe 

4 

40 mm 

Continuous 

1 s 

3 and 5 

1) Smooth blade with no tapping in each case 
2) Between trailing edge plane and probe tapping for total pressure measurement 
3) Without flow adjustment 

central blades. One blade was equipped with tappings on the 
suction side and the other with tappings on the pressure side. 
The tappings were distributed over two blades in order to 
allow the installation of as many pressure tubes as possible. 
The trailing edge tappings were aligned in the direction of the 
camber line at the trailing edge. In the case of the GO cascade, 
tappings were overlapping in the region of leading and trailing 
edge so that the pressure could be measured on two neigh
bored blades within these regions. In the case of the OX 
cascade, each tapping was connected to an individual trans
ducer. Scanivalves were used at GO and BS and a mercury 
multimanometer was applied at RG. 

For the wake traverses, the instrumented blades were 
replaced by blank blades at RG and GO. 

The degree of turbulence Tu was measured by a single hot 
wire in order to obtain the fluctuations in mainstream 
direction. 

Overall Flow Conditions 

Except for BS all facilities allow testing at supersonic exit 
Mach numbers, but only GO extended the tests into this range 
(see Table 5). The exit Reynolds number Re2 could be varied 
independently of the exit Mach number M2 in the wind 
tunnels of BS and OX. The relation of Re2 with M2 is shown 
in Fig. 4. The tests in the transonic flow region, M2 =0.8 to 
1.1, were carried out in all wind tunnels around Re2 =8 x 105 

while Re2 =3.5 x 105 at RG and GO for the lowest value of 
M2 . To have a better comparison for low M2, Re2 was 
decreased at BS to the values of GO. 

The degree of turbulence was not increased artificially, i.e., 
it was of the order of 1 percent. The total temperature was 
close to ambient. 
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Fig. 3 Comparison of wake traverse probes 

Comparison of Results 
The results from these cascade measurements in four 

facilities are described in the order of inlet flow, blade 
channel, and exit flow. The losses and outlet flow angles 
quoted for RG are not those reported in [2] but data taken in 
1980 with a slightly different probe from that used before. 
These data are believed to be more accurate and present 
mixed-out values which was not the case for the first data set. 

a: 

Z 

_J 
O 
z 
III 
a: 

\-•x 
LU 

B 

b 

1 ! 

^ ' 
f ^ 

^-^ ^J 
S * - ^ 

$* _^~ 

I 

i i 

i . i 

-j3-T°3S' ">S 
gSttmsg: o ^ 
jr\\eo 
\ V ox 

\ R G 

-

-
i , 

EXIT MACH NUMBER M2 

Fig. 4 Exit Reynolds number, 01 = 30 deg 
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Fig. 5 Inlet Mach number, /31 = 30 deg 

if 

O RG 
D GO 
A BS 
V OX 

M ; 

0 785 
0.782 
0.782 
0.788 

M J J . 

0.810 
0.801 
0.799 
0.806 

0.4 0.6 0.8 
BLADE COORDINATE x/c 

1.0 

Fig. 6 Surface Mach number, ^ =30 deg, M2=0.78, Re2 = 6.8 to 
8.2 x10 6 

The results of GO reported in this paper are evaluated from 
measurements conducted at the end of 1983. Contrary to the 
earlier experimental investigations [3] the probe stem and 
holder were changed in order to decrease blockage, which 
mainly affected the exit flow angle. Additionally a new and 
more accurate probe calibration was used. 

Inlet Flow Field. The inclination of the cascade and the 
gaps between end blades and top/bottom wall were chosen in 
such a way that the inlet flow angle amounts closely to /3, =30 
deg and that the flow is periodic in the measurement plane 
upstream and downstream of the cascade. Table 6 shows 
some checks of those flow parameters taken over several 
pitches and given by the terms of average value and standard 
deviation. The inlet flow angle was close to 30 deg. The 
variation of the total pressure over time was small with a 
relative standard deviation of less than ±0.1 percent. 

The inlet Mach number M, generally reaches its maximum 
when the local Mach number across the blade channel exceeds 
unity. This choking condition results in an exit Mach number 
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Table 5 Operating conditions

~ RG GO BS ox
Parameter .

Cascade ex! t Sub/transonic Sub/supersonic Sub/transonic Sub/transonic
velocity

Reynolds number Varying with exit velocity Independent of exit velocity
Re 2

Degree of 1% 1% 0.3 to 0.6% <1%
turbulence Tu,

Total temperature 278 K 290 K 313 K 287 K

Table 6 Pltchwise variations of flow quantities in the inlet and exil
plane, average value, and standard deviation

~Parameter RG GO BS ox

Flow angle 8, 28.950 ± 0.470 4) 29.920: 0.13° 6 ) )0.040 ± 0.130 1)

Inlet 4 ) 4 ) 0.260 ±O.OOO 3)
3)

Mach number M, 0.282 ± 0.003 0.282± 0.001 0.252 ± 0.005

3 ) 67.020 ± 0.22°
4 ) 67.33 0 ±0.06°

3)
67.76 0 tO.l 02 )

Flow angle 6 2
67.03° ± 0.15°

Exit 3 ) 4 ) 3) 2)
Mach number M2 0.933 ± 0.006 0.957 ± 0.003 0.828 ±0.003 0.932 t 0.004

Loss coefficient ( 0.046 ± 0.007
3)

0.049 ± 0.001
4)

0.039 ±0.003
3)

0.040 ± 0.003
2)

overall 3) 4 ) 3) 2)
AVDR n 0.929 ± 0.011 0.937 ± 0.008 0.984 :1:0.006 1.012 ± 0.01

1) 2) 3) 4) 6) Over " 2, 3, 4 or 6 pi tches

0.2o

~I-----'--- I -.---]
0

"":t" q@'O
'I.! "~"''''ol" &9,,'id& 00 -0

e
(l

0 0
e>

~

cgP 0
to

eli
OJ"JK LP

~.
,gv

'"&

Qwc§l
-

~~ 0 0 <f oz/0 ~ M, M2,is

'" ~4'£O~ 0 RG 0972 1001
,," ~_~~~~~lL

~
{~~ g~~~ :gl~

O.t. 0.6 0.8 10
BLADE CDORDINATE x/c

Fig. 7 Surface Mach number, 131 = 30 deg, M2 =0.97, Re2 = 7.6 to
8.9 x 105

02

o

L'D

0:
W
<D

508
z
:r
u
<{

L 0.6
w
u
<{
lL

gs Ot.
Vl

12

of roughly unity. Figure 5 shows different levels for M 1 in the
four facilities. For comparison, the theoretical values for
choked two-dimensional flow and for a straight sonic line are
indicated for the nominal and for the true geometry of all four
cascades, i.e., ole and (31' These two values are very close to
each other. The standard deviation of M I given in Table 6 lies
between 0 and ± 0.005 and does not explain the spread of the
data.

In the absence of endwall boundary layers the choking
Mach number will be lower than the theoretical value because
of the blade boundary layers and curvature of the sonic line.
In the presence of endwall boundary layers the flow ac
celeration between the inlet and throat planes produces an
effective increase of channel width and hence higher inlet
Mach numbers, as can be seen for all tunnels but OX in Fig.
5. This effect is proportionally bigger for longer inlet duct

Fig.8 Schlieren picture,.81 = 30 deg, M2 = 0.96, Re2 =8.8 x 105

lengths and smaller channel widths, and in fact in the case of
RG and GO, where this ratio is approximately 20, inlet Mach
numbers are significantly higher than for BS and OX, where
the ratios are 5 and 3, respectively.

Surface Mach Number Distributions. The Mach number
distributions from two flow conditions are shown here: one
example for pure subsonic flow and one in the transonic flow
region (see Figs. 6 and 7). The flow is characterized by ac
celeration along the suction side up to xlc = 0.6 and by
moderate deceleration downstream.

Although the exit Mach numbers in the four facilities lie
close together in the subsonic flow case forming a band of
6M 2 =0.006, the surface Mach number distributions differ
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EXIT MACH NUMBER M2 

Fig. 9 Base pressure coefficient, P-\ =30deg 

EXIT MACH NUMBER M2 

Fig. 10 Loss coefficient, /3i = 30 deg 

considerably in the rear half of the suction side. Experience in 
BS [10] showed that Reynolds number variations between 
Re 2 =7 to 9 x l 0 5 do not affect the aerodynamic charac
teristics. In particular, the higher Mach number values of OX 
compared with those of BS on the same hardware are sur
prising although the inlet Mach number of OX is lower than 
that of BS. These differences were also observed at other exit 
Mach numbers [10], and are believed to be due to a 
discrepancy in the measurement of exit static pressure. 
Whereas the BS cascade exhausts into a plenum, the OX 
cascade exhausts through a duct containing the probe 
traversing mechanism and then to the exhaust system. The 
practice at OX has been to calibrate a static pressure tapping 
in the sidewall of this duct behind a sudden expansion step 
against the mixed-out static pressure measured with the probe 
in order to be able to set up for predetermined Mach and 
Reynolds numbers when the probe is removed. This would be 
done for measuring blade surface velocities, which it is known 
that the probe can influence. It is apparent from Figs. 6 and 7 
that there is a significant loss in pressure due to the presence 
of the probe and its traverse mechanism while calibrating, 
despite every effort to minimize their dimensions. It is likely 
that a more representative downstream static pressure can be 
based on the average of several sidewall tappings covering one 
or more pitches in the plane of the probe tip, where the effects 
of probe blockage should be much reduced. 

The results of GO and BS agree fairly well. The slightly 
higher Mach numbers for the RG blade on the front part of 
the pressure and suction side and on the rear part of the 
suction side are related to a different blade contour as checked 
on a ZEISS profile measuring machine and as com
putationally proved by a time marching method [3]. 

The local peak at x/c = 0.6\ on the suction side of the GO 
cascade is caused by the trip wire which is positioned just 
upstream of this tapping. A comparison with recent GO tests 
without trip wire showed no further difference in the local or 
overall characteristics. 

In the transonic flow case (Fig. 7), sonic conditions are 
obtained at x/c = 0.47 on the suction side and x/c~0.99 on 

EXIT MACH NUMBER M2 

Fig. 11 Exit flow angle, /J-, = 30 deg 

EXIT MACH NUMBER M2 

Fig. 12 Axial velocity density ratio, /3-| = 30 deg 

the pressure side resulting in a fairly straight sonic line across 
the blade passage. A comparison of the four Mach number 
distributions leads to similar conclusions as in the subsonic 
case. In particular, the Mach number distribution for the RG 
blade indicates a turbulent shock boundary layer interaction. 
The surface roughness, due to very dense instrumentation of a 
very small blade, or a different structure of the flow tur
bulence might be responsible for transition of the boundary 
layer near the throat. However, the band of exit Mach 
numbers is wider with AM2 =0.027. This may influence the 
location of compression shocks. Heavy decelerations occur on 
the suction side at x/c~0.65 and 0.98. The Schlieren picture 
from GO in Fig. 8 shows compression shocks at these two 
locations. 

Base Pressure. The pressure at the blade trailing edge is 
important for the calculation of the trailing edge losses and 
the mass flow rate of cooling air in the case of trailing edge 
ejection as well as for the determination of the trailing edge 
shock system in supersonic exit flow [9]. 

This pressure is also called the base pressure and shown as a 
dimensionless coefficient in Fig. 9. Two results are given from 
the GO cascade showing the spread of data from one blade to 
the next one. Except the OX results, the base pressure 
coefficient does not change remarkably with M2 in the 
subsonic range, M 2 <M 2 [ T . The critical exit Mach number 
M2,„. was determined by available sets of surface Mach 
number distributions: M2„. is that value of M2 at which M 
becomes unity at one location of the blade surface. It is 
M2cT =0.81 to 0.86 as indicated. The highest cPM, is obtained 
at a slightly higher exit Mach number, M2 -M 2 ,„ =0.06. In 
that case, the normal trailing edge shock causes some pressure 
increase. With further increase of M2 , the normal shock 
develops in an oblique shock which entails a rapid drop of the 
base pressure. The lower base pressures at OX are consistent 
with the blade surface pressure distributions, and indicate that 
the downstream pressure p2 is too high (or equivalently, that 
the sidewall reference pressure is too low), in reality. 

Wake Traverse Results. Wake traverses were carried out 
over three to four pitches at RG and GO and their average 
values are shown in Figs. 10-12. At BS and OX only one pitch 
was considered except for one example with several pitches. 
Concerning the GO results at high exit Mach numbers, 
M 2>0.95, the band of the standard deviation is also in
dicated. This band is small up to M2 =0.95 but widened with 
increasing M2 in both M2 and wake parameters. The cascade 
was not designed for supersonic exit flow, and the boundary 
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layer separates on the convex curved suction surface 
downstream of the throat which causes very high losses. 

Typical values of the standard deviations are given in Table 
6forM 2 <0.96 . 

The loss coefficient is nearly constant at M2 <0.95 T (see 
Fig. 10). The somewhat higher loss at the lowest values of M2 

at RG and GO could be due to the lower Re2 in these cases. 
This tendency was also seen in additional tests at BS with 
varying Reynolds number [10]. However, this explanation 
does not hold any more for M2, between 0.80 and 0.95 where 
the Reynolds numbers are nearly the same in all cases. The 
RG, GO, and BS data differ by only A£ = 0.003 which is 
tolerable in view of the standard deviation given in Table 6 for 
these tunnels. 

The scatter of the OX losses looks to be somewhat higher 
despite Re2= const. This might be caused by insufficient 
pressure adjustment in that short running time. However, 
there are only three points (M2 =0.756, 0.880, and 0.895) 
which fall out of the band of the RG-GO-BS results. 

The loss increases at M2 >0.92 for GO and BS due to the 
occurrence of stronger compression shocks. This M2 agrees 
with the peak in base pressure in Fig. 9. 

The exit flow angle increases slightly as usual with in
creasing exit Mach number up to M2=0.95 which 
corresponds to the low loss region (see Fig. 11). At transonic 
flow, the results of RG, GO, and BS form a very narrow band 
of (32=67.2±0.2 deg which corresponds to the standard 
deviation in Table 6. The /32 level is believed with respect to 
the theoretical value of /32 ,s =67.8 deg at M2 = 1.0 allowing a 
few tenths of a degree for frictional effects. /32/s was 
calculated assuming again choked two-dimensional flow and 
a straight sonic line. The level of /32 decreases with increasing 
M2 at M 2 >1.0 due to the increase in loss mentioned above. 
This is also the reason for the increasing difference in the exit 
flow angles of isentropic and real flow. 

A check of the flow conditions in the inlet and exit 
measurement planes can be made by consideration of the 
axial velocity density ratio Q (see Fig. 12), which is based on 
midspan measurements. A deviation of Q from 1 may be the 
result of either a non-two-dimensional flow or of a 
measurement error, in particular of an error in the flow 
angles. Obviously an error in ^ or /32 makes the flow look 
more or less two-dimensional. A measurement error of ±0.5 
T deg results in a Afi of ±0.005 for an error in 0, and of 
± 0.02 for an error in /32. For both OX and BS the measured fi 
is within fi = 1.000±0.025, which indicates that the flow in 
both tunnels is fairly two-dimensional. This is not the case for 
the RG and GO tunnels, where maximum deviations of 
Afi = 0.08 are recorded. These deviations point clearly to non-
two-dimensional flow conditions, which is confirmed by 
measured inlet Mach numbers greater than the theoretical 
choked value (Fig. 5). A difference of AM, = +0.02 for both 
tunnels is equivalent to a decrease of fi of 0.08. Since the inlet 
Mach numbers are related directly to the inlet area to throat 
area ratio, it follows that the flow downstream of the throat is 
essentially two-dimensional. If this were not the case, it would 
be difficult to explain the good agreement in /32 between RG 
and GO on one side and BS on the other side. It appears 
therefore that contrary to compressor cascades fi ^ 1 does not 
necessarily affect the outlet flow angle measurements or the 
loss measurements, as shown before. 

Conclusions 
A plane turbine cascade was investigated in four European 

wind tunnels at sub/transonic exit velocities. Due to the 
different size of the individual test sections, the chord length 
of the blades ranged from c = 32.6 to 100 mm. Two facilities 
are characterized by two particular features: First, they have 
test sections of the same size so that identical cascades could 

be investigated, and second, the exit Mach number could be 
varied at constant Reynolds number. All tests were carried out 
at normal wind tunnel turbulence. 

The comparison of the main results from these four 
facilities leads to the following conclusions: 

1 The inlet Mach number evaluated from static and total 
pressure measured upstream of the cascade is in three facilities 
slightly too high for choked flow, i.e., it is higher than the 
theoretical value due to inlet flow displacement by side wall 
boundary layers. This may be correlated, at least 
qualitatively, with the different tunnel inlet geometries. 

2 The surface Mach number distributions show small 
differences due to small deviations of the contours and due to 
the fact that the comparison could not be made at the iden
tical exit Mach number. The exit Mach number has to be 
evaluated carefully when the surface pressure is measured 
independent of the wake traverse, i.e., with removed exit 
probe. The critical Mach number amounts to M2„. = 0.81 to 
0.86. 

3 The losses of the individual tunnels lie within a band 
which corresponds to the standard deviations of each tunnel 
over several pitches. They are with £ = 0.04 relatively high due 
to the thick trailing edge. At higher Mach numbers, 
M2 >0.92, £ increases because of compression shock losses. 

4 The exit flow angles of three facilities agree fairly well 
with /32=67.2±0.2 within M 2 =0.8 to 1.0 and lie slightly 
below the value j32,-,. = 67.8 deg for isentropic flow as it should 
be. 

5 The axial velocity density ratio indicates nearly two-
dimensional flow only in two facilities. The other two tunnels 
give lower values due to the inlet geometry. It appears that U 
does not necessarily affect the loss and the exit flow angle in 
the range of Q = 0.9 to 1, unlike compressor cascades. 
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Investigations of the Effect of 
Annulus Taper on Transonic 
Turbine Cascade Flow 
In a test facility for rotating annular cascades with three conical test sections of 
different taper angles (0, 30, 45 deg), experiments are conducted for two 
geometrically different turbine cascade configurations, a hub section cascade with 
high deflection and a tip section cascade with low deflection. The evaluation of 
time-averaged data derived from conventional probe measurements upstream and 
downstream of the test wheel in the machine-fixed absolute system is based on the 
assumption of axisymmetric stream surfaces. The cascade characteristics, i.e., mass 
flow, deflection, and losses, for a wide range of inlet flow angles and outlet Mach 
numbers are provided in the blade-fixed relative system with respect to the influence 
of annulus taper. Some of the results are compared with simple theoretical 
calculations. To obtain some information about the spatial structure of the flow 
within the cascade passages, surface pressure distributions on the profiles of the 
rotating test wheels are measured at three different radial blade sections. For some 
examples those distributions are compared with numerical results on plane cascades 
of the same sweep and dihedral angles and the same aspect ratios. The computer 
code used is based on a three-dimensional time-marching finite-volume method 
solving the Euler equations. Both experimental and numerical results show a fairly 
good qualitative agreement in the three-dimensional blade surface pressure 
distributions. This work will be continued with detailed investigations on the spatial 
flow structure. 

Introduction 

Calculation and design methods used by industry for 
analyzing subsonic flows through axial turbomachines are 
often based on the assumption of coaxial cylindrical stream 
surfaces. Experimental and theoretical approaches based on 
this simplified model have been quite successful in the past. 
Such stream surfaces may exist exactly in incompressible flow 
machines of free vortex design, but this flow model has also 
turned out to be useful when the flow does not meet these 
conditions exactly, as for example when the compressibility 
effects of the flow are no longer negligible but are of a 
moderate magnitude. 

The development of modern high-power axial turbines has 
led to transonic flow regimes. Consequently, the 
corresponding high expansion of the flow medium and the 
resulting increase of its volume often requires an increase of 
the annulus cross section in flow direction. Therefore, 
especially in the rear stages of low-pressure steam turbines 
and in high-pressure turbines of jet engines, the annulus walls 
may be tapered with cone half-angles up to 30 deg or even up 
to 45 deg in some cases resulting in a more or less conical 
flow. Thus, significant amounts of sweep and dihedral occur 
where blades intersect a tapered annulus wall or a 
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of China, September 1-7, 1985. Manuscript received at ASME Headquarters 
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Fig. 1 Geometric definitions 

hypothetical conical stream surface, even when the staggered 
blades themselves are radial [1] (Fig. 1). 

It is well known from single airfoils of finite aspect ratio 
with sweep and dihedral that, even neglecting secondary flow 
effects induced by viscous boundary layers, a complicated 
three-dimensional flow exists. On the suction and pressure 
sides of such a profile significant differences in flow pattern 
appear, resulting in a considerable shift of the streamlines. In 
a turbine wheel where a number of blades are present these 
characteristics yield a flow model with periodically warped 
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Fig. 2 ff = 45 deg test section of test facility for rotating annular 
cascades 

stream surfaces. However, from the theoretical aerodynamics 
of single airfoils, it is well known that the influence of sweep 
decreases with decreasing aspect ratios. Analogously it may be 
concluded that a three-dimensional flow model is necessary 
for turbine cascades with large annulus taper angles and high 
aspect ratios. Whereas in cases of small or moderate aspect 
ratios an inviscid flow model with conical stream surfaces 
may be an appropriate simplifying assumption, even when 
considerable taper angles occur. 

For flows of such or similar kind only a few theoretical and 
experimental results are available in the open literature which 
are listed in [2], All this literature is exclusively confined to 
subsonic flows. Therefore, the aim of the present in
vestigations is to provide some knowledge about the influence 
of annulus taper when transonic flow regimes exist. As a first 
step, the experimental work presented here does not include 
sophisticated investigations of the complete three-
dimensional flow structure in a tapered flow annulus. Rather, 
the tests, conducted mainly as contract work for industry, 
should be regarded as a simplified work useful to design 
engineers to describe conical flows at different taper angles 
with respect to the basic aerodynamic characteristic quantities 
of a turbine cascade. Some preliminary information about the 
spatial flow structure in the test cases is provided by blade 
surface pressure measurements and some numerical 

profi le flat plate| 

c-0° 0=30° e=4E 

Fig. 3 Development of the conical midsections at the mean diameter 
of test wheel bladings into a plane 

calculations. Detailed investigations of the spatial flow 
structure by means of laser anemometry will be conducted in 
the near future. 

Experimental Techniques and Data Evaluation 

Test Facility and Test Configurations. The measurements 
reported here have been carried out in a test facility for 
rotating annular cascades. A complete description of the test 
facility, the measurement and evaluation methods used, are 
reported in detail in [2, 3]. 

N o m e n c l a t u r e 

LP\ 

d = 
d,„ = 

specific heat at constant 
pressure 
critical pressure coef
ficient, equation (6) 
trailing edge thickness 
mean diameter of the test 
wheels = 512 mm 

e = throat of a cascade 
passage 

h, (h„) = stream channel height 
pe rpend icu la r to a 
hypothetical conical 
stream surface (within the 
wheel region = 36 mm) 
profile chord length 
Mach number 

/ = 
M, Ma 

P 
Pm 

Po\ 

pressure 
measured blade surface 
pressure 
total pressure of the 
homogeneous inlet flow 

t --
u --

V, W = 
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ibscripts 
1,2 = 

at the time-marching 
finite-volume method 

= cascade pitch 
= circumferential velocity 
= absolute, relative velocity 
= blade fixed coordinates, 

Fig. 1 
- absolute, relative flow 

angle 
= ratio of specific heats 
= total pressure loss co

efficient, equation (5) 
= dihedral angle 
= taper angle or cone half-

angle 
= sweep angle 
= rotor angular velocity, 

maximum at choked flow 

= inlet, outlet plane of a 
cascade 

a, m, r 

c 
e 
is 
R 
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= 

= 
= 
= 
= 
= 
= 
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= 
= 
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= 

Superscripts 
* = 

axial, meridional and 
radial direction 
choked 
throat 
isentropic 
blade root 
rothalpy 
staggered 
total flow conditions 
theoretical 
blade tip 
circumferential direction 
absolute, and relative 
system 

critical flow conditions 
projected from a conical 
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Table 1 Geometric data of hub section cascade (1) and tip section 
cascade (2) 

(1) 

(2) 

0 

[°] 

0 

30 

45 

0 

30 

45 

* 

[°] 

0 0 . 0 0 

2 5 . 7 6 

3 9 . 8 9 

0 0 . 0 0 

1 3 . 7 1 

2 2 . 9 1 

V 

[°] 

0 0 . 0 0 

1 5 . 9 3 

2 2 . 8 4 

0 0 . 0 0 

2 6 . 9 5 

3 9 . 8 6 

Bs 

[°1 

5 6 . 7 0 

6 0 . 3 7 

6 5 . 0 9 

2 5 . 0 0 

2 8 . 3 0 

3 3 . 4 0 

e 

[mm] 

7 . 5 7 3 

8 . 5 6 4 

9 . 8 2 3 

1 3 . 2 7 4 

1 4 . 8 7 5 

1 7 . 1 6 6 

e / t j 

[1] 

0 . 3 7 6 6 

0 . 4 3 7 6 

0 . 5 1 2 3 

0 . 3 7 1 3 

0 . 4 2 3 8 

0 . 4 9 5 9 

vs 
in 

1 . 0 0 0 

1 . 0 5 5 

1 . 0 9 7 

1 .000 

1 . 0 3 7 

1 . 0 6 5 

V1 • 
[11 

0 . 7 1 0 

0 . 6 2 2 

0 . 5 2 0 

1 .000 

0 . 9 5 4 

0 . 8 9 2 

The investigations were performed for cone half-angles 
<j = 0, 30, and 45 deg. Figure 2 shows for example a sketch of 
the a = 45 deg test section. Within the wheel region the con
tours of hub and casing are parallel to each other and inclined 
to the axis at the cone half-angle. Downstream of the test 
wheel, where probe measurements were performed, the area 
of annulus cross section is constant. By combination of the 
a = 45 deg housing with a a = 40 deg hub an additional test 
configuration was assembled with a stream channel diverging 
in the meridional direction within the wheel region. 

The two cascades tested were a high turning hub section, 
built with VKI-1 profiles, and a low turning tip section, built 
with flat plate profiles, d/l = 0.05. The coordinates of the 
VKI-1 profile are given in [4]. The significant changes in the 
geometric data of the conical midsections at the mean 
diameter of the bladings, d„,=512 mm (Fig. 2) due to 
changing taper angles may be seen from Fig. 3 and Table 1. 
For example, with increasing taper angle the thickness of the 
trailing edge increases; the ratio of the smallest distance e to 
the inlet pitch tx between two adjacent profiles also increases 
while the deflection decreases. The hub section cascade retains 
its type as a cascade with convergent flow passages when cut 
conically, despite the resulting geometric distortions whereas 
the tip section cascade yields geometric conditions with an 
increasing divergence of the flow passages in flow direction 
due to an increasing taper angle. 

Like the cascade geometry, the flow conditions in the 
cascade-fixed relative system are defined on a hypothetical 
conical stream surface at midheight of the annulus. The 
spatial velocity triangle in Fig. 4 yields the definitions of the 
absolute and relative velocity vectors. Inlet guide vanes are 
not used. Therefore, the circumferential velocity w, of the test 
wheel has to be adjusted to the absolute inlet velocity i>1; 

which is axial and has to be measured, and to the desired flow 
angle /3,. To simulate the relative inlet flow correctly for the 
hub section turbine cascade, the test wheel has to be driven at 
low circumferential speeds and for the tip section cascade the 
rotor is braked at high circumferential velocities. 

Probe Measurements. The leading feature of the 
measurement and evaluation method used is the deter
mination of aerodynamic characteristic cascade data in the 
inlet and outlet plane of the cascade calculated from time-
averaged absolute flow quantities. With conventional total 
pressure and total temperature probes fixed upstream and 
downstream of the test wheels, measurements were per
formed. The reduction of data from the measurement planes 
to the respective inlet and outlet plane is done by means of the 
flow model of conical stream surfaces and using the con
servation laws of mass, momentum, and energy. The essential 
results of the investigations are the relative inlet Mach number 
M„,|, the relative outlet flow angle /32>

 a n d the loss coefficient 
for relative total pressure f„,, which in turn depend on the 

Fig. 4 Spatial velocity triangle 

relative inlet flow angle j8,, and the relative downstream Mach 
number M„,2. Such a measurement and evaluation method 
was developed earlier for cylindrical rotating annular 
cascades [3], and has now been extended and modified to deal 
with the current investigations of conical flows [2]. The 
fundamental assumptions are: axisymmetric conical stream 
surfaces, homogeneous steady inlet flow, ideal gas, negligible 
end-wall boundary layers and secondary flow effects in the 
midsection of the stream channel, and finally no heat ex
change from the flow medium to the blades or vice versa. By 
traversing the downstream probes at different axial distances 
from the blading it is checked whether the absolute total 
pressure and absolute total temperature are sufficiently 
constant in the core flow at midheight [2]. At this station 
measurements were taken. 

Blade Surface Pressure Distribution Measurements. For a 
better understanding of the physical behavior of conical flows 
within the blade passages, measurements of blade surface 
pressure distributions from the rotating test wheels were 
performed. The device used (Fig. 2) operates trouble free up 
to 10,000 rpm and is described in detail in [2, 5] together with 
its calibration procedures and the respective evaluation 
method including the correction for centrifugal forces. Forty-
eight blades of each test wheel are instrumented, each with 
only one static pressure tapping. Altogether, the tappings are 
in sequence such that for one of the blade sections, which are 
at 25, 50, and 75 percent of the blade height, measurements at 
16 locations in chord direction can be obtained. The tappings 
are connected by pressure tubes to a disk. In the counterpart 
of this disk the transducers are mounted at a radius of 60 mm 
such that the diaphragms are perpendicular to the axis of the 
test facility. They are of KULITE typeXTH-l-190-10A; their 
range is from zero to ten psi absolute pressure. In this way the 
pressure distribution in one of the three blade sections may be 
measured during one test run. Then, by turning the housing of 
the transducers against the disk the connections are provided 
for the measurements in the next blade section. The electrical 
signals from the rotating system are led via slip rings to the 
machine-fixed system. 

Effect of Annulus Taper on Experimental Results 

In the following sections, results of both the probe and the 
pressure distribution measurements will be discussed with 
regard to the effect of annulus taper. To provide for a con
venient comparison of the results inlet flow angles have to be 
defined consistently with the different profile and cascade 
geometries at different taper angles (Fig. 3). This means, 
instead of the inlet flow angle j3, on the conical stream sur
face, its projection onto a cylindrical reference surface /Jj, 
which is identical to the inlet flow angle of the cylindrical 
cascade, is kept constant for the comparison. 

. / X N / t a n ( y - ^ ) \ 

In order to get an estimate of the effect of annulus taper, 
two simple theoretical relations can be derived. The first 
relation gives a theoretical maximum choking Mach number, 
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M lvlc. This calculation is possible by developing the 
axisymmetric conical stream surface into a plane and then by 
assuming isentropic flow and a straight sonic line between two 
adjacent blades with perpendicular through-flow. At 
midheight of the blades the equation of continuity is applied 
to a control surface between the inlet plane and the throat e 
(see Fig. 3) to obtain 

M, -(('•¥**) (£)(-£)) 
7+ 1 

(2) 

h. 

hx /, sin ISJ 

This equation can be solved iteratively. Using the same 
assumptions as before and establishing a control surface 
between the throat and the outlet plane an analogous equation 
for the relative outlet flow angle /32t. is derived 

sin /32t. = ((••^ »'-)(£) (-£")) 2 ( 7 -

(3) 

1 h„ 1 

M„,2 h2 h i — r« 
The equations (2) and (3) contain a quotient of relative total 

temperatures in each case, which may be expressed as follows 
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They are unity in cases of stator flows (co = 0), or flows on 
cylindrical stream surfaces (r\=r2=re). In these two 
equations the product cpTrox is the rothalpy. For axial ab
solute inlet flow, the temperature 7"^ is identical to the ab
solute total temperature Twl measured upstream of the test 
wheel [2]. 

Inlet Mach Number. In Fig. 5 the experimental choking 
Mach numbers and the predicted ones are plotted versus the 
whole range of projected relative inlet flow angles (3, where 
measurements were carried out. The measured values are 
marked by symbols and the corresponding solutions from 
equation (2) by lines. For calculation purposes radius re in the 
middle of the throat was used and the stream surface 
thickness he/hx was assumed to be a constant and equal to 
unity. The theoretical results agree with the measurements in 
their trend. The differences between the calculated and the 
measured choking Mach numbers lie within a range of the 
same order of magnitude as that from corresponding com
parisons for straight cascades. Obviously, the greater part of 
the experimental results lie above the theoretical ones, which 
means that the experimental mass flux is larger than the 
theoretically predicted one. This is contrary to the physical 
assumptions used in the theoretical relations. Therefore, the 
sensitivity of the method was checked by enlarging the ratio 
e/t\ by only 1 percent. The discrepancies were reduced 
considerably. Such a small modification can occur, for 
example, by a small difference between the taper angle of the 
actual flow and the hypothetical one. The effect is the same as 
when changes in stream surface thickness along the current 
control volume occur. Therefore slight increase in mass flux 
occurs at the 40/45 deg configurations when compared to the 
45/45 deg configuration due to the additional increase in 
cross-sectional area. 

Total Pressure Loss. One way to describe cascade per
formance is to make use of the coefficient of total pressure 
loss, which generally for conical flow conditions can be 
defined as follows 

r„. = i (-£-)( 
T 
1 Mt 

Tlw2 

7 

7 - 1 
(5) 

1 + 
2c T 
***- p 1 ro 

r /w l (2 ) 

1 + 
( r 1(2) <0) 

2cpTm 

The ratio of the relative total pressures in the cascade outlet 
plane for nonisentropic and for isentropic flow respectively is 

(4) the basis for this loss definition. The quotient of the relative 
total temperatures is unity in the case of cylindrical rotating 
annular cascade flows. 
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Fig. 7 Effect of relative outlet Mach number and of annulus taper on 
relative outlet flow angle 

The change in total pressure loss versus the relative outlet 
Mach number due to different taper angles is shown in Fig. 6 
for the two investigated cascade types, each at one specified 
inlet flow angle. In the whole investigated outlet Mach 
number range for the hub section cascades up to the point of 
steep growth of the losses, which lies for all configurations 
near M„,2 = l . l , an increase of losses with increasing taper 
angles is seen and an additional increase is evident when the 
annulus walls are divergent. However, the curves of the losses 
coincide for all tip section cascade configurations in the 
subsonic Mach number range. Only in the supersonic range 
differences occur. In principle, the same interdependences 
between losses and taper angles are evident in the Mach 
number range 1.0<MM,2 < 1.2, as was the case for the hub 
section cascade in the subsonic range. At still higher Mach 
numbers intersections of the curves occur, and in such a way 
that the loss minima shift to higher Mach numbers with in
creasing taper angles. Then it may be concluded that this is a 
consequence of the increasing divergence of the cascade 
passages in flow direction suitable for higher supersonic Mach 
numbers. Although in the downstream measurement planes 
test data still could be evaluated in the range of the highest 
investigated Mach numbers, especially in the case of the tip 
section cascade, it was not possible to reduce these data from 
the downstream measurement plane to the outlet plane by 
using the flow model of conical stream surfaces. In this case 
the flow model does not represent the real flow conditions 
sufficiently well to satisfy the equation of continuity. 
Therefore, the loss minima of both 45/45 deg and 40/45 deg 
configurations are not drawn in Fig. 6, although they can be 
proved in the measurement planes [2]. 

Flow Outlet Angle. Figure 7 shows the measured and 
predicted relative outlet flow angles versus the relative outlet 
Mach number. The flow angles predicted from equation (3) 
are marked with broken lines. The parameter is the cone half-
angle again. The different levels of the curves indicate the 
differences in mass fluxes along the hypothetical conical 
stream surfaces, as was the case for the inlet Mach number. 
The curves of the divergent 40/45 deg configurations lie below 
those of the 45/45 deg configurations with the parallel walls. 
Using the equation of continuity it is easy to verify that this is 
a consequence of the increasing flow cross sections in 
meridional direction. 

For predicting the outlet flow angles, the total pressure 
losses according to Fig. 6 and the rotational speed of the test 
wheels were used in equation (3). The differences between the 
measured angles and the predicted ones here are also due to 
the differences between the measured and predicted mass 
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Fig. 8 Blade surface pressure distribution at the ir = 45 deg hub 
section cascade 

Fig. 9 Effect of annulus taper on the pressure distribution at mid
section of the blading 

fluxes, as was the case for the predicted and measured 
choking inlet Mach numbers. The trends observed in the 
experiments are verified quite well by the theoretical 
calculations. The good agreement for the results of the tip 
section cascade can not be generalized, especially when 
compared with the results of the hub section cascade where 
some considerable level shifts are evident. 

Blade Surface Pressure Distribution. In order to present 
blade surface pressure distributions in transonic flows, it is 
appropriate to use the critical pressure coefficient 

P\ Plwl X L ' 

c*! will have positive and negative values for subsonic and 
supersonic flows respectively, with sonic conditions 
corresponding to c*i =0 . 

The pressure distributions from the rotating test wheels 
were measured in three radial locations at 25, 50, and 75 
percent of blade height from the hub. Figure 8 shows a 
comparison of the pressure distributions at these three radial 
locations for two different Mach numbers for the <r=45 deg 
hub section cascade at one projected inlet flow angle of 
$1 = 120 deg. Considerable change in pressure distributions 
along the blade height is evident. Near the leading edges of the 
blades the profile loading is lower near the hub than near the 
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casing. Then, farther downstream, a region follows where the 
pressure distribution curves intersect each other in such a way 
that the local loading conditions are reversed. The points of 
intersection shift toward the trailing edge with increasing 
expansion of the flow medium; but at the highest investigated 
Mach numbers flow separation from hub to tip is observed on 
the rear part of the suction side. From other pressure 
distributions it can be concluded that on the rear part of the 
suction side, the flow separates earlier near the hub than near 
the casing as is well known from stator flows, where low-
energy material in the profile boundary layer is transported 
into the hub region due to the radial static pressure gradients, 
thus encouraging a premature flow separation in this region. 
In the case of a rotating wheel the centrifugal forces are 
opposite in direction to this radial pressure gradient. Due to 
the low rotation speeds at the investigated hub section cascade 
test wheels, one can assume that the influence of the cen
trifugal forces is so small that the radial pressure gradient 
dominates. The increase in inlet flow angle of about 2 deg [2] 
from hub to tip is not a sufficient reason for the different 
blade loadings near the leading edges. Therefore one can 
conclude that this blade loading behavior is essentially due to 
tapering. Away from the leading edges a similar conclusion 
can be drawn even though an effect of the radial pressure 
gradient due to the outlet swirl of the test wheel is present. 

Figure 9 shows the variation of the pressure distributions at 
the middle of the blade height, due to both increasing taper 
angle and annulus divergence. As regards the dependence on 
taper angle this figure shows the same trends for both suction 
side and pressure side. This means that the local Mach 
numbers at the profile contour increase progressively in each 
case with increasing cone half-angle. The additional annulus 
divergence merely gives local changes in the pressure 
distribution curves of the suction side, which are confined to 
the vicinity of the leading edge of the profile. 

Figure 10 shows some results of the pressure distribution 
measurements from the a —45 deg tip section cascade. Using 
Schlieren pictures from a geometrically similar straight 
cascade, but without sweep and dihedral, the general physical 
background of the curves is explained in [2]. At the leading 
edge of the profiles a considerable overexpansion with steep 
gradients is evident in each case. Especially on the suction side 
a considerable increase of the surface pressures, with com
pression shock development depending on Mach number 
follows. By this recompression the attached boundary layer is 
caused to undergo transition to turbulence, mostly combined 
with a small separation bubble. For a higher outlet Mach 
number a Prandtl-Meyer expansion, originating from the 
trailing edge of the adjacent profile, influences the suction 
side from approximately x/l = 0.3 onward in such a way that 
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Fig. 11 Effect of annulus taper on the pressure distribution at the 
midsection of the blading 

the flow on the suction side is now accelerated again. Behind 
the second pressure minimum a recompression follows due to 
the reflection of an oblique shock, coming from the wake 
confluence at the trailing edge of the adjacent profile. This 
shock becomes more oblique with increasing Mach numbers. 
Therefore, the location of the shock reflection is shifted in a 
direction toward the trailing edge, whereby the second 
minimum of the pressure distribution curves is shifted in an 
analogous manner. 

Compared to the pressure distributions of the hub section 
cascade no appreciable differences in trend occur. However, it 
should be noted that the radial changes of the pressure 
distributions on the pressure side of the tip section cascade 
profiles due to increasing taper angles are more distinct than 
those of the hub section cascade profiles. 

From Fig. 11 relating to the influence of taper angle on 
pressure distribution at midheight of the blades, a 
progressively increasing local Mach number on the pressure 
side of the profile contours is evident, just as was the case for 
the hub section cascade. Whereas on the suction side, in 
contrast to the hub section cascade, no definite correlations 
are recognizable. The additional annulus divergence results in 
a slight increase of the loading near the leading edge of the 
profiles due to a small increase of the Mach numbers on the 
corresponding suction side contours. 

Some Numerical Results 

Time-Marching Finite-Volume Calculation Method. 
Starting from the isentropic time-marching finite-volume 
method in [6], a computational method and a corresponding 
computer code [7] were developed earlier in order to calculate 
the two-dimensional inviscid transonic turbine cascade flow. 
The basic equations, i.e., the time-dependent conservation 
laws in integral form for mass, momentum, and energy, were 
discretized, elaborating and using an extended version of the 
damping surface technique, which was suggested in [8]. 
Starting from an assumed distribution of local flow values at 
the nodes of the computational grid, the solution for 
stationary flow is found by iteration with respect to time. 
Using this iteration, prescribed values of total temperature, 
total pressure, and flow angle are kept constant in the inlet 
plane, as well as the static pressure in the outlet plane. To 
improve the solution obtained in this coarse computational 
grid, this grid is refined up to three times successively always 
using the solution of the coarser grid as the starting conditions 
for the next grid. For some cases it was shown in [7] that the 
computed pressure distributions on the blade contours agree 
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quite well with the corresponding experimental results 
provided that the real flow does not separate from the profile 
before reaching the trailing edge. The comparison between 
calculated and measured homogeneous upstream Mach 
numbers is quite perfect. The homogeneous downstream flow 
conditions are calculated from the nonhomogeneous 
distributions of the computed flow values in the outlet plane 
of the computational domain by integration, using the 
conservation laws of mass, momentum, and energy. The 
deviation between computed and experimentally derived 
downstream flow angles is found to be less than 1 deg. The 
total pressure losses versus outlet Mach number show good 
agreement at least in their behavior. A detailed discussion of 
the method as well as of the important advances in time-
marching finite-volume techniques during the last few years, 
e.g., [9, 10], is beyond the scope of this paper. 

Calculations for a Plane Cascade With Sweep and 
Dihedral. In order to calculate the three-dimensional in-
viscid transonic flow past plane turbine cascade con
figurations of finite aspect ratio with sweep and dihedral the 
above two-dimensional method was extended straight
forwardly to the third dimension of the Cartesian coordinate 
system retaining the boundary conditions as mentioned 
above. Sample calculations were conducted using two suc
cessive refinements of the computational grid, thus resulting 
in 69 x 17 x 17 nodal points [11]. 

In Fig. 12 the profile pressure distributions on the lower end 
wall, the midsection, and the upper end wall are shown for the 
plane hub section cascade with a = 30 deg taper angle, at two 
different outlet Mach numbers. In both cases the pressure 
level on the pressure side is higher for the lower wall than for 
the upper wall. The same result is found for the suction side in 
the subsonic case up to 60 percent and in the transonic case up 
to 80 percent of the axial width of the cascade, after which the 
curves intersect. From the lower wall to the upper wall the 
loading strongly increases at the profile leading edge and 
decreases at the trailing edge. In the transonic regime, the 
flow on the lower surface follows the limit loading condition 

while on the upper surface the flow is characterized by shock 
reflection in the rear part of the suction side. Therefore, a 
curved shock surface is formed in part of the blading passage. 

The differences between the pressure distributions on the 
lower and the upper walls increase with increasing taper 
angles, as is evident from Fig. 13 for the <r=45 deg con
figuration. 

Comparison of Experimental and Numerical Results. A 
comparison of the three-dimensional pressure distributions, 
computed for this plane turbine cascade and measured for the 
corresponding rotating annular cascade with tapered side 
walls, is shown in Fig. 14. Bofh cascades have the same sweep 
and dihedral angle, as well as the same aspect ratio, but only 
at the mean diameter d„, of the annular cascade is the pitch 
identical to the constant pitch of the plane cascade. Therefore, 
in addition to viscous effects in the real flow and to the 
rotation of the test wheel, some geometric features due to the 
fan-shaped blade assembly are neglected in the computations. 
For these reasons the comparisons can only show a qualitative 
agreement. Nevertheless, the agreement is astonishingly good. 

Figure 15 shows the corresponding comparison of the 
computed and the measured pressure distributions for the 
(j = 45 deg hub section cascade with analogous but bigger 
geometric differences, between the plane and the annular 
case. Obviously, the agreement is reduced markedly, 
especially at the suction side near the leading edge. It can be 
concluded that the differences are mainly due to the increase 
of the annulus cross section in meridional direction contrary 
to the constant cross section of the plane cascade. Moreover, 
the calculations show a considerable radial change for the 
pressure distributions at the pressure side, which is not so 
clearly seen in the measurement results. 

Much more considerable differences between the 
measurements and the calculations occur for the 
corresponding comparisons at the tip section cascade. 
Although some similarities are evident even now, the high 
overexpansion measured on the suction side near the leading 
edge was not verified sufficiently by the calculation. Ac-
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cording to two-dimensional comparative calculations it was 
concluded that the computational grid used has to be im
proved to solve for local overexpansions with such steep 
gradients. 

The above results may be summarized as follows: The 
dominating features of the spatial flow structure are described 
fairly well by the three-dimensional computer code used, 
which should be changed to conditions appropriate to tur-
bomachinery bladings with rotation to improve the com
parison with the above measurements. 

Conclusion 

Within the scope of the present paper, the essential results 
of systematic investigations of the effect of annulus taper with 
regard to the aerodynamic characteristic cascade data are 
given for the first time at transonic flow conditions. The 
results do not allow the derivation of a general correlation 
between the losses and the flow outlet angles with the annulus 
taper. But they give some essential clues about the different 
effects of annulus taper at different geometry and flow 
conditions. The results for the hub section cascade are a good 
addition to the relatively few available in literature [12]. 
Although in [12] some considerable differences in cascade 
geometries exist in comparison to those presented here, an 
agreement in trend is evident, i.e., especially a continuous 
increase of losses with increasing taper angle. 

Moreover, some typical results from blade surface pressure 
distribution measurements in the rotating system are 
presented which show a considerable spatial flow structure 
within the blade passages, even when low aspect ratios and 
moderate taper angles are specified. 

Finally, some results of three-dimensional calculations of 
blade surface pressure distributions on plane turbine cascades 
with sweep and dihedral are presented, as well as their 
comparison with the corresponding measurements on the 
annular configurations. The agreement is quite good. 
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Vibration Characteristics of 
Mistimed Shrouded Blade 
Assemblies 
An investigation of the mode localization phenomenon associated with mistuning is 
presented for shrouded blade assemblies. The calculations are based on a generic 
finite element model, which permits modeling of arbitrary mistuning and both 
slipping and nonslipping shroud interfaces. The results presented indicate that 
interactions occur between mistuning and slip effects, with maximum mode 
localization occurring when the shrouds slip freely. Certain modes are found to be 
very sensitive to shroud slip, and in some cases completely change character when 
slip occurs. Mode localization is most pronounced in the predominantly bending 
modes, and varies considerably from mode to mode. As the ratio of interblade 
coupling strength to mistuning strength is increased, the effect of mistuning is 
observed to decrease significantly. This result has important implications for the 
flutter problem, since it suggests that the stabilization effect available from 
mistuning is significantly less for a shrouded rotor as compared to an unshrouded 
rotor. 

Introduction 

Common design practice often requires the blades of jet 
engine rotors to be stiffened by part-span shrouds. These 
shrouds are intended to lock up and form a segmented ring as 
the blades untwist when the rotors approach the design speed. 
However, frictional forces at the shroud interfaces may be 
insufficient to counteract the shear forces and slip may occur. 

Another complexity in the analysis of shrouded-blade 
assemblies is due to the mistuning resulting from variations in 
the individual blade properties. Although mistuning com
plicates the analysis, it often provides a stabilizing effect on 
the rotor from a flutter standpoint and should therefore be 
included. Thus an understanding of the dependence of the 
natural modes upon slip and mistuning is of extreme im
portance if more accurate flutter prediction is to be obtained 
[1]. Furthermore, since the mistuning will have a significant 
effect on the aggregate slip, it will have a significant influence 
on the system damping, and hence also on the forced response 
of the rotor. 

Previous investigations have concentrated on mistuned 
blade assemblies [2-9] and shrouded-blade assemblies [1, 
10-14]. While several of these studies have considered slip at 
the shroud interfaces, the interaction between slip and 
mistuning effects has not been studied in a systematic manner. 
The objective of this paper is to develop a model for such an 
analysis which keeps the required computational effort to a 
minimum. The dependence of the system response on certain 
parameters will be investigated. 

The two parameters that have the most significant con
tributions to the slip and mistuning effects are the shroud 
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EE3 

Fig. 1 Structural model of shrouded rotor: (a) infinite shrouded 
cascade; (b) blade-shroud element; (c) shroud coordinates 

interface angle and the type and magnitude of the mistuning 
in the system. This paper will study the dependence of the 
vibrational response on these two factors and will present a 
model suitable for use in this type of analysis. Also, the 
phenomenon involving mode localization due to mistuning 
and its relationship to shroud interface angle and degree of 
mistuning will be examined. 
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Formulation 

An exact treatment of the dynamics of a shrouded blade 
assembly is complicated by the nonlinear boundary conditions 
caused by friction at the shroud interfaces. The resulting 
contact problem presents considerable mathematical dif
ficulties within the framework of the theory of elasticity. The 
analytical approaches for this problem can be grouped into 
two broad classifications. The first is the microslip approach, 
which requires a detailed analysis of the stress distribution at 
each shroud interface and is typically carried out via a finite 
element procedure. The magnitude of the numerical com
putation involved proves to be quite cumbersome for most 
practical applications. The second is the macroslip approach, 
which will be used in this paper. This approach assumes that 
the entire interface is either slipping or stuck at any given 
instant and remains planar during slip [14]. This assumption 
alleviates some of the complications mentioned previously, 
although the equations of motion remain nonlinear. In this 
paper, the macroslip approach will be used to formulate a 
linearized eigenvalue problem based upon a generic finite 
element model of a shrouded iV-bladed rotor. 

The macroslip approach has some limitations inherent in 
the model. For example, the local stresses and the magnitude 
of the dry friction damping at the shroud interfaces cannot be 
accurately predicted by a macroslip model. Another 
limitation arises when the interface is subjected to a 
nonuniform load distribution. 

Equations of Motion 

The structural model used in this study is illustrated in Fig. 
1. The shroud is modeled as a segmented infinite beam, Fig. 
1(c), while the blades are modeled as typical sections, Fig. 
1(b). This is an extension of the infinite two-dimensional 
cascade, an aeroelastic model often used for rotors. Periodic 
boundary conditions are then imposed on the model to define 
an N-bladed rotor. 

Structural Model. Equations of motion for assemblies 
with either slipping or stuck interfaces have been derived 
based on the segmented beam model of Fig. 1(a), and finite 
element codes have been developed for both cases. Each 
blade-shroud element, Fig. 1(b), is modeled with six non
dimensionalized displacement coordinates <?,-. The trans-
lational coordinates are nondimensionalized with respect to 
the segment shroud length /. Assembly of the elements results 
in four generalized coordinates per element for the slipping 
case, and in three generalized coordinates per element for the 
stuck case, Fig. 1(c). The additional degree of freedom is 
attributed to the fact that, in the slipping case, the adjacent 
element interfaces are allowed to move relative to one another 
in a direction parallel to the interface plane. The element 
interfaces have been constrained to prevent separation. The 
codes allow up to 48 blade-shroud elements. 

1 

1 
1 1 

~1 1 
1 — i - _ . | — 

a) 

i — — i 

i — i — i — i — . 
i i 

! i 
— I - - J — 

—i — r - 1 -
1 
1 

Fig. 2 Form of assembled mass and stiffness matrices: (a) non-
slipping or stuck system; (b) slipping system 

Corresponding to the coordinates 

[q}T=[u1 w, <?3 u2 w2 <?6! C1) 

the mass and stiffness matrices for the shroud-only elements 

Ws = 
EI 

0 0 

12 6 0 - 1 2 

12 

(2) 

N o m e n c l a t u r e 

EI 
h 

K» 
K„ 
K„ 

k, = 

*, = 

shroud flexural rigidity 
effective blade mass moment 
of inertia 
blade/shroud element inertia I = 
ratio, Ib/mP 
effective blade lag stiffness 
effective blade flap stiffness 
effective blade torsional 
stiffness 
blade/shroud element lag 
stiffness ratio, (KU/EI)P 
blade/shroud element flap 
stiffness ratio, (KW/EI)P q-, 
blade/shroud element tor-

L 
m 

Arrij 

Mb 

M 

N 

sional stiffness ratio, 
(K0/EI)l 
shroud segment length 
total shroud length 
shroud mass per unit length 
mistuning factor 
effective blade mass 
blade/shroud element mass 
ratio, Mbl (ml) 
number of blade-shroud 
elements 
nondimensional shroud 
generalized coordinates 

ub 

w 

wb 

ft, 
h 
p 

displacement in plane of 
rotation 
blade displacement in plane of 
rotation 
displacement out of plane of 
rotation 
blade displacement out of 
plane of rotation 
mode characteristic number 
blade twist at shroud 
shroud slenderness ratio 
= (AP/I)1/2 

shroud interface angle 
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[m]s = 
mP 

420 
140 0 0 70 0 0 

156 22 0 5 4 - 1 3 

4 0 13 - 3 (3) 

140 0 0 

156 - 2 2 

These are symmetric, standard beam element matrices derived 
from Bernoulli-Euler beam theory, using Hermite cubic 
polynomials for w(x) and linear functions for u(x) 

u(x)=Nl(x)ui+N2(x)u2 (4) 

w(x) =N3 (x)w, +N4(x)w2 

+ Ns(x)q3+N6(x)q6 (5) 

where u, and w, are the shroud end displacements and the 
N;(x) are 

N{(x)=l-x/I 

N2 (x) =x/l 

N) (x) = 1 - 3 ( x / 0 2 + 2(x/[)i (6) 

N4(x)=3(x/l)2-2(x/l)i 

N5(x) = (x/l)(l-x/l)2 

N6(x) = -(l-x/l)(x/l)2 

Note the inclusion of the axial displacements that are typically 
neglected in many finite element beam problems. Due to the 
importance of flap-lag coupling in the model's vibrational 
response, the axial components are included. 

The blades are represented as typical sections, with u, w, 
and 6 displacements uniquely determined from the shroud 
coordinates q,, using 

ub = u(l/2),wb = wU/2),eb = wxU/2) (7) 

The blade flexural stiffness and torsional rigidity are 
represented by the springs Ku, Kw, and K0, as in Fig. 1(b). 
The blade elastic axis is taken to be coincident with the in
tersection of the shroud centerline and the airfoil chord. In 
order to minimize the total number of degrees of freedom, the 
blade properties are lumped at the shroud endpoints qh rather 
than adding degrees of freedom at the shroud midpoints. The 
blade mass and stiffness matrices are 

[m]b=Mbl
2[m]f + Ib[I]l)+Mb!

2[m]l 

[k]h=KJ2[k]/ + K0[k]l+K„l2[k]l 
(8) 

where [m]f, [k]f, [k]h [m]h [k],, and [I]g are derived in the 
Appendix. The element matrices become 

[m]i = lmh + [m]b and [k], = [k]s + [k]„ (9) 

with the blade matrices rewritten as 

[m]b=(tnP/420){420 M\m]f + / [/ ]„ 

+ 420 M[/n], J (10) 

[k\b={EI/l){kf[k\f+kt[k\,+k,[k\,\ 

to be compatible with the form of the shroud matrices. 

Mistiming. Mistuning in the shroud-blade assembly is 
introduced by mistuning factors Am, into the individual 
element's mass and stiffness matrices. The mistuning appears 
as a deviation from the "standard" element, (1 + Aw, ) 
[ — ],-. This procedure allows for arbitrary mistuning in the 
stiffness and/or mass of the blade and/or the shroud for each 
element. 

, 

u 

1 1 1 1 1 

w 

1 1 1 1 1 1 1 

a) 

DISTANCE ALONG SHROUD 

b) 

- i — i — i — i — i — i — i — i — i — i — i — i 

DISTANCE ALONG SHROUD 

Fig. 3 First predominately blade bending mode: (a) 0 = 15 deg, (b) ( 
= 45 deg 

W 

a) 

- 4 - J _ - 4 -

DISTANCE ALONG SHROUD 

b) 

DISTANCE ALONG SHROUD 

Fig. 4 Second predominately blade bending mode: (a) $ 
4 = 45 deg 

15 deg, (b) 

Interblade Coupling. The interblade coupling is com
prised of the element flap-lag coupling and the mode-
dependent coupling. The amount of flap-lag coupling varies 
directly with the interface angle 0, Fig. 1(a). This coupling is a 
direct consequence of the slip that occurs parallel to the in
terface. Hence a nonzero interface angle introduces u — w 
coupling in the generalized coordinates <y, with the coupling 
strength increasing with increasing angle. The transformation 
of the element matrices is discussed further in the Appendix. 

The interblade coupling is mode shape dependent as well. 
The amount of participation of the nodal displacements in a 
particular slipping mode affects the interblade coupling, with 
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DISTANCE ALONG SHROUD 
Fig. 5(a) First predominantly blade torsional mode with <j> = 15 deg 

• e b 

w 

u 

_ | I ! 1 1 1 1 1 1 1 1 1 

DISTANCE ALONG SHROUD 

Fig. 6(a) Second predominantly blade torsional mode with <j> = 15 deg 

DISTANCE ALONG SHROUD 
Fig. 5(b) Mode corresponding to Fig. 5(a) with 0 = 45 deg. Note strong 
bending-torsion coupling. 

DISTANCE ALONG SHROUD 

Fig. 6(b) Mode corresponding to Fig. 6(a) with 0 = 45 deg, which has 
now become a coupled bending-torsion mode 

the most influence coming from modes with significant 
torsional displacements. 

The Eigenvalue Problem. The undamped, free vibration 
equations of motion in matrix form are 

[M\lQ)+[K\lq)=Q (11) 
where [K] and [M] are the assembled stiffness and mass 
matrices, respectively. The assembly of the respective matrices 
varies between the slipping and stuck cases, since the 
periodicity of the structure defines q{ = q; + 4/V for the 
slipping case and q — q, + 37V for the stuck case. The form of 
the assembled matrices for a 10-element system is shown in 
Fig. 2. The (2 x 4) and (3 x 3) off-diagonal submatrices are 
characteristic of the periodic boundary conditions. Band
width minimization techniques can be applied to eliminate the 
off-diagonal submatrices and transform the matrices into 
banded, symmetric matrices. This allows for the use of op
timized eigensolution routines to minimize the computational 
effort required for large assemblies. 

The modal frequencies and mode shapes are then deter
mined by solving an eigenvalue problem of order 3/V x 3/V, or 
4N x 4/V in the presence of slip. The eigenvalue problem in 
matrix form is 

[K]{q}=o>2[M}{q\ where co2 = (P„L)4EI/mL4 (12) 

Results and Discussion 

A computer program has been developed for the proposed 
model, and it has been run for a number of 12-blade and 48-
blade rotor configurations with varying types and degree of 

1ST BENDING 

I N T E R F A C E HNGLE CDEG) 

Fig. 7 Plot of /3L versus interface angle for the first two predominantly 
blade bending modes of a tuned rotor with freely slipping shrouds 

mistuning. The cases presented have the following 
parameters: k} = .025, k, = .050, k, = .00025, M, = 10, 
and 11 = 5. Numerical results as well as some representative 
mode shapes for a number of these cases are presented in Figs. 
3-14. For the mode shapes, the shroud displacements u and w 
are plotted versus distance along the shroud, using / = 1 as 
the length of each shroud element. The blade displacements 
are represented by the value at the midpoint of each shroud 
element. 

Tuned Rotor. In the case of tuned nonslipping shrouds, 
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Fig. 8 Same as Fig. 7, for the first two predominantly torsional modes 
(low (/>) and coupled bending-torsion modes (high <j). As <t> is increased, 
the modes change gradually from torsional to strongly coupled bend
ing-torsion modes. 

INTERFACE RNGLE CDEG) 

Fig. 9 Plot of ratio of frequency between first and second torsional or 
coupled bending-torsion modes shown in Fig. 8 

the corresponding mode shapes are very similar to pure 
sinusoids. When the shrouds slip, a number of nonslipping 
modes are preserved and the additional degrees of freedom 
give rise to additional predominantly bending modes with 
little or no participation of the torsional displacements. The 
slipping interfaces also result in modes that are drastically 
different from the nonslipping modes. However, these modes 
retain their sinusoidal qualities. 

The mode shapes for the tuned slipping cases can be 
categorized by the dominant displacements. For the tuned, 
slipping, 12-blade cases, there are 8 simple natural frequencies 
and 20 with a multiplicity of two. These 20, in turn, can be 
grouped according to their dominant blade displacements, 
either predominantly bending, predominantly torsional or 
strongly coupled bending-torsion. It should also be mentioned 
that a group of predominantly shroud modes exists at higher 
frequencies, but that these are unimportant from an 
aeroelastic standpoint. The pairs of identical frequencies have 
identical mode shapes except for a phase difference of 90 deg, 
and may be combined to form travelling waves. 

The first predominantly bending mode shape for a slipping 
shroud with </> = 15 deg is presented in Fig. 3(a) and the 
corresponding mode for </> = 45 deg is illustrated in Fig. 3(b). 
There is no torsional participation in the former while a small 
amount of torsional displacements is evident in the latter. The 
increase in interface angle is accompanied by an increase in 
displacement interaction resulting in the predominantly 

Fig. 10 Mistuned frequencies of first predominantly torsional mode 
for a 12-bladed system with freely slipping shrouds 

bending mode's metamorphosis toward a coupled bending-
torsion mode. Figure 4 illustrates the behavior of the 
corresponding two-nodal-diameter mode. 

The first predominantly torsional mode for </> = 15 deg, 
Fig. 5(a), shows a preponderance of blade torsion while the 
corresponding mode with </> = 45 deg, Fig. 5(b), shows the 
torsional and flexural displacements to have approximately 
the same magnitude, i.e., a strongly coupled mode. A similar 
behavior is observed in the corresponding two-nodal-diameter 
mode, Fig. 6. Also Figs. 6(a) and 6(b) show an increase in the 
u/w displacement ratio as the interface angle is increased. It is 
evident that displacement interaction increases with the flap-
lag coupling strength as the interface angle is increased. The 
natural frequencies of the predominantly bending modes tend 
to increase with flap-lag coupling strength while those of the 
predominantly torsional modes decrease, Figs. 7 and 8. 

Another indication of the importance of the shroud in
terface angle 4> is shown in Fig. 9. Here the frequency ratio 
between the first and second nodal diameter modes is ob
served to decrease as the mode frequencies tend toward each 
other with increasing interface angle. Clearly, the interface 
angle is an important parameter in the aeroelastic problem, as 
pointed out in [1], and it should be possible to improve the 
flutter margin of a given rotor by optimizing 4>. 

Mistuned Rotor. The following cases of mistuning for 12-
bladed rotors were considered: 

1 ± 5 percent mistuning of two adjacent element stiff
nesses 

2 ±5 percent mistuning of two adjacent element masses 
3 5 percent sinusoidal (along shroud) mistuning of 

element masses 
4 5 percent sinusoidal (along shroud) mistuning of 

element stiffnesses 
5 ± 5 percent random mistuning of blade and shroud 

matrices 
6 ±5 percent alternate blade mass mistuning 

In addition, the results for case No. 4 with a 48-bladed rotor 
are presented. 

The effects of mistuning depend considerably on the type of 
mistuning as well as on the class of mode shape. As in Fig. 10, 
the paired frequencies separate, typically one below and one 
above the original frequency. This phenomenon has been 
observed previously in unshrouded mistuned assemblies [2]. 
The degree of "splitting" is dependent upon the type of 
mistuning and is much more pronounced when the mistuning 
strength is increased. However, when the interface angle is 
increased while the mistuning level is held fixed, there is only a 
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DISTANCE ALONG SHROUD 
Fig. 11 First predominantly bending mode with ±20 percent adjacent 
blade mistuning. The tuned mode is shown in Fig. 3(b). 
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DISTANCE ALONG SHROUD 
Fig. 12 Example of mode localization caused by ±5 percent adjacent 
blade mistuning: 0 = 15deg 

slight change in the mistuning effects. The influence of 
mistuning is observed to be greater at the lower frequency 
modes which are typically predominantly bending modes with 
relatively weak interblade coupling, Figs. 11-14. For these 
modes, mode localization is frequently observed to occur. 
This behavior is consistent with mode localization theory, 
which predicts mode localization in modes with relatively 
weak interblade coupling [15]. 

For mistuned cases with IN elements, the Mh 
predominantly bending mode, which corresponds to one of 
the simple modes for the tuned case, disappears completely. It 
is replaced by a mode with highly localized behavior or one 
with strongly coupled flap-lag displacements. 

For alternate blade mistuning, the "splitting" of paired 
frequencies is not observed to occur. This is in agreement with 
observations made in [3] for the corresponding unshrouded 
mistuned assembly. The most significant effects of mistuning 
occur when the mistuning is highly localized and the in
terblade coupling is relatively weak, as in Cases 1 and 2 for 
the first nodal diameter bending mode. The vibratory am
plitude of the two mistuned elements is considerably greater 
than that of the other elements, Figs. 11 and 12. For cases 
where the mistuning is more distributed and the interblade 
coupling is stronger, Figs. 13 and 14(6), extreme localization 
of the modal amplitude is not observed. 

From an aeroelastic standpoint, the potentially unstable 
modes are those which have torsional displacements of the 
same order or larger than the bending displacements [1]. 

4 

DISTANCE ALONG SHROUD 
Fig. 13 Example of mode localization caused by a one-wave 
sinusoidal stiffness mistuning with 5 percent amplitude: «t = 15 deg 

1 1 1 1 1 1 1 1 1 1 1 1 

DISTANCE ALONG SHROUD 
Fig. 14 First one-nodal diameter coupled bending-torsion mode for a 
48-bladed rotor with freely slipping shrouds: (a) tuned; (b) 5 percent 
sinusoidal mistuning 

Unfortunately, these modes have relatively strong interblade 
coupling and should therefore be less affected by mistuning 
from a theoretical standpoint. Results from a recent study 
[15] clearly support this conclusion; in fact, no perceivable 
stabilization by mistuning was observed in any of the 
shrouded rotors studied. 

Conclusions 

The following conclusions can be drawn as a result of this 
study: 

1 A change in the shroud interface angle alters the natural 
frequencies and affects the ratio of bending to torsional 
displacements. The magnitude of the slip and hence the dry 
friction damping is also dependent on the shroud interface 
angle. 

2 For the cases studied, the magnitude of the mistuning 
effects was found to be essentially independent of the in
terface angle. 

3 As the ratio of mistuning strength to interblade coupling 
strength (which is a function of the mode shape as well as the 
interface angle) is decreased, the mistuning effects decrease. 
This suggests that stabilizing effects from mistuning are 
significantly less for a shrouded rotor than for an unshrouded 
rotor. 

4 The mistuning effects are most evident in the lower 
frequency predominantly bending modes where the interblade 
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coupling strength is relatively weak. For these modes, 
localization is most likely to occur. 

5 Highly localized response is most likely to occur in 
systems where mistuning is highly concentrated in relatively 
few elements. 
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A P P E N D I X 

Blade Element Matrices 

The blade displacements are: 

wb = w(l/2) 

= Ni(l/2)w] + N4(l/2)w2 

+ N5(l/2)q2+N6(l/2)q6 (13) 

eb = w'{i/2) 

=N3'(l/2)wl+N4'(l/2)w2 

+ N5'(l/2)q3+N6'(l/2)q6 (14) 

ub = u(l/2) 

= Nl(I/2)u]+N2(l/2)u2 (15) 

Let ( w,) T = ( w, q3 w2 q6 ) and («,- J T = { ux u2), then the 
blade potential energy can be written as, 

U=l/2KJ2{wi]
TlNi(l/2)}{Ni(l/2)}T{wi\ 

+ l/2Ke{ Wi }
TIN;' (1/2) )[Ni' (1/2)} T{ w,) 

+ l/2KuP[ui)
T[Ni(l/2))[Nl(l/2))Tiui) (16) 

where the column vectors involving N, are understood to 
contain the appropriate entries consistent with equations 
(13-15). Performing the matrix multplications involving the 
{N, j vectors, one can write 

U=\/2Kwl2{wi}
T[k\f[wi} 

+ \/2Kt{wi]
T[k]l{wi} 

+ \/2KJ2{ui}
T[k]l{ui} 

= l/2lq}r(Kji[k]f + Klll
2[k]l 

+ Ke[k],)[q) (17) 

where (q] is given by equation (1), and 

" 0 0 0 0 0 0 

1/4 1/16 0 1/4 - 1 / 1 6 

[m]f-

m,= 

[*]/ = 

1/64 

^ 

'0 0 0 

9/4 3/8 

1/16 

^ 

1/4 0 0 1/4 

0 0 0 

0 0 

1/4 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1/16 

0 

1/4 

0 

-9/4 

-3/8 

0 

9/4 

o-
0 

0 

0 

0 

0 

-1/64 

0 

-1/16 

1/64 

0 

3/8 

1/16 

0 

-3/8 

1/16 

(18) 

(19) 

(20) 

By constructing the kinetic energy, the matrices [m]f, [m]h 

and [I\e can be shown to be 

lm]f=mf 

lm], = [k], (21) 

[/]« = [*], 
The mass and stiffness matrices [m] and [k] for the blade 

shroud element are 6 x 6 matrices given by 

[/n], = m r [ m ] , m (22) 

[k], = lT\Tlk],lT\ (23) 

where [7] is the matrix that transforms the u, and w, to the 
coordinates q, and [m], and [£], are the mistuned blade-
shroud element matrices. 
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The Influence of a Variable Normal 
Load on the Forced Vibration of a 
Fictionally Damped Structure 
An approximate procedure is developed for calculating the steady-state response of 
frictionally damped structures for which the normal load across the friction in
terface consists of a constant force and a force that varies linearly with the vibratory 
displacement. Such situations occur quite frequently in practice, as, for example; in 
the case of shrouded fan blades or in certain types of turbine-blade friction damp
ers. Depending on the magnitudes of the constant and the variable normal loads, 
the friction element will either stick, slip, or lift off at various intervals during a 
cycle of oscillation. The various possibilities are considered in the present study. 
Results from the approximate method are compared with "long-time" solutions 
obtained from a conventional transient analysis of the problem in order to assess 
the accuracy of the proposed procedure. As an application, the new method is then 
used to study the influence of the dynamic coupling on the optimization of the 
friction force in turbine blade dampers. Results show that the optimum friction 
force and the maximum amplitude of the response increase with dynamic coupling. 

1 Introduction 

Studies of the vibration of systems with coulomb damping 
usually assume that the magnitude of the normal load at the 
friction interface remains constant throughout the motion; 
for typical examples see the recent references [1-13]. This 
paper considers a more complex slip mechanism in which the 
normal load and the associated friction slip load can vary 
dynamically during the cycle. This type of slip load variation 
is important physically when the direction of the vibratory 
displacement is not parallel to the friction interface, since 
under these conditions the oscillation will tend to alter the 
normal load across the friction interface as well as cause the 
joint to slip. In extreme circumstances this effect can lead to a 
separation of the surfaces that form the interface producing 
liftoff and dynamic chatter. In gas turbine engine components 
this type of situation can occur at fan-blade shroud interfaces, 
in blade attachments, and in certain types of blade friction 
dampers which rest on damper pads (on the inboard sides of 
the blade platforms) which are angled to improve damper 
seating during engine startup [1]. 

The main features of the problem can be examined by 
considering the motion of the simple system shown in Fig. 1, 
where a mass, m, attached to a rigid base through a spring 
with stiffness k is acted upon by a harmonic force f0 coswt. 
The motion is damped by a viscous dashpot with constant c, 
and by a coulomb friction element in which the force depends 
on the normal pressure at the contact interface and on the 
stiffness, kd, of the friction damper element. In this study the 

normal load is taken as the sum of the initial contact pressure 
at equilibrium, N0, plus a term which is proportional to the 
mass's displacement. 

The simple system shown in Fig. 1 may be viewed either as a 
model of an actual single-degree-of-freedom oscillator, or, 
more generally, as a one-mode approximation of a 
multidegree system near resonance, provided the system 
contains a single friction interface. In addition, the 
mathematical approach that is presented in the following 
section for handling the nonlinear friction damper is in
dependent of the particular linear subsystem to which the 
element is attached. Thus, the procedure used for solving the 
simple spring-mass system shown in Fig. 1 will work equally 
well with more general lumped parameter systems and, in 
fact, can be used to evaluate the steady-state response of 
finite-element-based structural models if an approach 
analogous to that of [11] is employed. 

The organization of the paper is as follows. In Section 2 the 

N \ \ \ N \ \ \ \ \ \ \ \ \ 

c[X j 
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Fig. 1 Single-degree-of-freedom system with friction damper 
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equations which govern the dynamic response of the system 
are stated and then an approximate solution is developed 
based on the method of harmonic balance. Results from the 
method are compared with highly accurate, numerically 
generated, "long-time" solutions in Section 3. In Section 4, 
the new method is used to study the effect of dynamic 
coupling on the optimal friction force in turbine, blade 
dampers. Lastly, some concluding remarks are listed in 
Section 5. 

2 Analysis of the System 

2.1 Problem Formulation. The equation of motion for 
the system depicted in Fig. 1 is 

mx(t) + cx(t) + kx(t) =f0coso)t-f„(t) (1) 

where /„ is the nonlinear force in the friction joint. The 
contact pressure on the joint, N, is assumed to be a linear 
function of the displacement 

N(x) = N0+ykdx(t) if * > -N0/(ykd) (2) 

and equal to zero when liftoff occurs (x< -N0/ykd). The 
parameter NQ is the initial contact pressure, kd is the stiffness 
of the friction damper element, and 7 is a "coupling ratio" 
which determines how strongly the motion affects the contact 
pressure. The joint will slide when the magnitude of/„ equals 
N multiplied by \i, the coefficient of friction for the materials 
in contact. 

In order to complete the formulation of the problem it only 
remains to specify the behavior of the nonlinear force,/,,. It is 
assumed that the inertia of the friction element is negligible 
and, consequently, /„ is constant throughout its length. As a 
result, /„ is always equal to kd (x—y), the force in the damper 
spring. In addition when the damper is stuck y is a constant 
(to be determined) and when the damper slips,/,, opposes the 
relative motion and has a magnitude equal to pN. Clearly, /„ 
vanishes for liftoff. 

It should be noted that the governing equations could be 
written in dimensionless form in several ways, two of which 
involve using either N0, the joint preload, or / 0 , the 
magnitude of the excitation as the characteristic force. The 
key result of such an exercise is that if f0/N0 is held constant 
then the amplitude of the vibratory response is directly 
proportional t o / 0 . Consequently, the results presented in this 
paper, which were computed for/0 equal to unity, are equally 
applicable to other levels of excitation provided the 
displacement amplitude and NQ are also scaled by the same 
amount as the excitation. 

The main objective of this study is to evaluate the steady-
state response of the system shown in Fig. 1. This could be 
accomplished by solving numerically the equation of motion 
(1) over a sufficiently long time period so that a steady-state 
condition is attained. This, however, is an inefficient 
procedure that will be used here only for purposes of 
verification. Instead, an alternate, more efficient, ap
proximate method is developed. 

2.2 Approximate Solution Method. Since the excitation 
is periodic it is probable that x and, therefore, /„ are also 
periodic and have the same fundamental period, 2-7r/co. If it is 
assumed that this is true then x and /„ can be represented 
exactly by infinite Fourier series. The method of harmonic 
balance develops an approximate solution by truncating these 
series after the fundamental terms. In earlier papers on 
friction damping of structures the first, time-invariant terms 
in the series were assumed to be zero since the friction force 
was a symmetric function of displacement and could not 
induce a permanent offset. In this instance, however, because 
of the dynamic coupling the friction element slips differently 
in one direction than in the other; consequently, the time 
invariant terms must be included in the formulation to ac
commodate a permanent, mean offset of the mass. This new 

aspect of the technique used in this paper is similar to the use 
of dual describing functions in control theory [14]. It follows 
then that the first two terms in a Fourier series representation 
for x can be expressed as 

x(t)=Acosd + B (3) 

where 

e=u>t-\p 
Then from (2), for N positive 

N= (N0 + ykdB) + ykdAcos6 (4) 

Using this expression for TV, the coefficients of the truncated 
Fourier-series expansion of/,, can be calculated in terms of 
the steady-state response variables, A and B, and the system 
parameters, y, kd, and N0 (see Appendix). That is, 

f„=fb+fccos6+fssm6 (5) 

where 

fb = ixN*0Fb(kdA/,xN*0; y) 

fc = iiNSFcfraA/iiNZ; 7) (6) 

and where N% = N0 + ykdB and Fb, Fc, and Fs are the 
dimensionless Fourier coefficients established in the Ap
pendix in the usual manner. Note that since the dynamic 
displacement is proportional to cos0 it is apparent from (5) 
that / c contributes to the dynamic stiffness of the system while 
fs provides damping. Consequently, friction dampers can 
significantly change the resonant frequency of the system, as 
well as dampen the vibratory response. 

Formally (3) and (6) are substituted into (1), linearly in
dependent terms are equated, and \p eliminated by using the 
elementary trigonometric identity, sm2\j/ + cos2!/' = 1. This 
results in the two nonlinear, algebraic equations 

kB+fb=gi(A,B,a) = 0 (7) 

and 

\{k-o?m)A +fc]
2 + [o)cA - / J 2 - / 0

2 =g2(A,B,u) = 0 (8) 

Once the frequency and magnitude of excitation, co and / 0 , 
are specified equations (7) and (8) may be solved iteratively to 
establish the amplitude of vibration, A, and the permanent 
offset, B, Notice that the left-hand side of (7) has formally 
been defined as a function of co, even through dgx/do) is 
clearly zero. This notation will prove useful in the next section 
which seeks to establish a direct method for calculating the 
frequency, to,,,, and amplitude, A,„, of maximum response. 

2.3 Equations for Peak Response. Equations (7) and (8) 
can be used to calculate the vibratory amplitude, A, at any 
excitation frequency, co. In this section a method is developed 
for calculating the maximum value of A(u) that occurs at any 
frequency (provided/0, N0, and the values of the other system 
parameters are held constant during the frequency sweep). 
Formally, A will equal its maximum value, A,„, if 

dA 
™ = 0 , c o = co,„ (9) 
00) 

Since (9) cannot be expressed explicitly it is necessary to 
proceed in an indirect fashion. First note that if f0 is con
sidered fixed then (7) and (8) establish A and B as functions of 
co. Consequently, (7) and (8) imply that gj and g2 are only 
functions of co and that 

*i =
 dAldA + ^ i ^ ? + ^ i = o (10) 

do) BA dco dB do) do) 

and 

do) dA do) dB 9co dco 
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Fig. 2 Response for weak dynamic coupling, ny = 0.1; k = 0.9, c = 
0.01, m = 1.0, kd = 0.1 

From (7) and the expressions given in the Appendix it can 
be shown that 

= 0and -— ^0 . . (12) 
do> dB 

Substituting (9) and (12) into (10) implies that B also attains 
an extremum value at the same frequency as A since 

dB 

do) 
= 0, 0) = 0J„ 

and consequently from (11) 

— - = 0 , 01 = 03,, 
00) 

(14) 

Furthermore, an explicit expression for (14) may be 
calculated from (8). Thus, the three equations that determine 
the peak values of A and B, and the corresponding frequency 
of excitation are 

g[(A,„,Bm,ojm) = 0 

g2(.Am,B„„o)m) = 0 (15) 

3g2 

do> 
(A,„,B„,,o)„,) = 0 

3 Results 

3.1 Approximate Method Versus Long-Time 
Solutions. Before analyzing in detail the effects of the 
various parameters on the system's response the validity of 
the approximate procedure is examined by comparing results 
from (7) and (8) with those obtained from a direct numerical 
solution of the equation of motion (1). Equations (7) and (8) 
are solved iteratively by means of the standard IMSL 
subroutine ZSCNT [15]. 

Values of the vibratory amplitude, A, and offset, B, are 
shown by the continuous lines in Figs. 2 and 3 as functions of 
the frequency of excitation, to, for a sequence of static 
preloads, N0, and for typical combinations of the system 
parameters. In these simulations N0 was varied over its entire 
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Fig. 3 Response for strong dynamic coupling, py = 0.6; k = 0.9, c = 
0.01, m = 1.0, kd = 0.1 

possible range including values less than zero. Physically, 
negative values of N0 correspond to gaps between the initial 
position of the mass and the friction interface since from (2) 
the normal load is zero until the amplitude of vibration is 
greater than -N0/ykd, the effective gap distance. Also 
shown in Figs. 2 and 3 by discrete data points are the transient 
numerical solutions computed by approximating the 
derivatives in (1) by central differences and by updating N and 
the nonlinear frictional force, / „ , on a step-by-step basis. In 
these examples the long-time, steady-state behavior was 
typically attained in 50 to 60 cycles. 

From Figs. 2 and 3 it is seen that the solutions for A from 
the two procedures are in close agreement. While this is also 
true, in general, for the offset B, there is one situation 
(denoted by circled data points on Figs. 2(a) and 3(a)) for 
which the values of B computed by the two procedures differ 
significantly. Further study indicated that in these instances 
the steady offset was not unique but depended on the initial 
displacement and velocity of the mass. However, the 
corresponding vibratory amplitude was unaffected by this 
uncertainty in B, since the damper remained stuck for this 
particular frequency and consequently A was determined 
uniquely from linear theory. 

From this limited comparison it appears that the truncated 
Fourier-series solution (3) and the associated method of 
harmonic balance leading to (7) and (8) provide an accurate 
means for estimating the steady-state dynamic response of the 
system shown for arbitrary values of N0. 

3.2 Calculation of Peak Response. In applications, 
system components are designed so that the friction loads 
have a specified static preload, N0. For example, in shrouded 
fan stages this is accomplished by selecting an appropriate 
shroud tightness parameter, and in the case of turbine blades 
the value of ./V0 is established by choosing the damper's mass 
since the device is held in place by centrifugal acceleration. 

In order to maximize the effectiveness of the friction 
element it is necessary to determine the value of N0 that will 
minimize the peak response for a prescribed level of excitation 
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Fig. 4 Veritication of peak response calculation 

and for all frequencies of excitation of interest. To illustrate 
this point consider again the typical frequency response curves 
shown in Figs. 2 and 3. The energy dissipated per cycle by 
friction is proportional to an average slip load multiplied by 
the distance, d, that the joint slips. If N0 is small the average 
slip load also is small, little energy is dissipated by friction, 
and consequently the peak amplitude is large. As 7V0 is in
creased the average slip load increases while d decreases since 
the slip joint is restricted more by the larger normal loads. The 
amount of energy dissipated per cycle initially increases with 
the increase in average slip load but then diminishes as the 
joint approaches a pinned condition and d goes to zero. That 
there exists an optimum value of N0 that maximizes the 
amount of energy dissipated by friction and that minimizes 
the peak response, A,„, may be seen from Figs. 2(b) and 3(b). 

In addition to modifying the maximum response, friction 
coupling also has the effect of increasing the resonant 
frequency, a>,„, as N0 increases. It is important to be able to 
calculate this frequency change since in practice the range of 
excitation frequencies is limited and it may be possible to 
select a value of static preload so that the resonant frequency 
is outside the range of excitation. 

From the preceding discussions, it is clear that for design 
purposes the key response quantities that must be computed 
accurately as functions of the static preload, N0, are the peak 
response, A,„, and the resonant frequency, com. The procedure 
developed in Section 2.3 may be used to calculate these 
quantities directly. Naturally, the values of A,„ and «m thus 
calculated should coincide with those obtained by selecting the 
peak values and the corresponding frequencies directly from 
the frequency response curves. This has been checked for the 
particular case shown in Fig. 4, where the discrete points were 
obtained from the solution to (15). 

3.3 Influence of Variable Normal Load on Damper 
Optimization. The direct procedure for calculating peak 
response is used next to study the influence of variable normal 
load on damper optimization. This will be done by con
structing curves for A,„ and w„, as functions of N0 for dif
ferent values of y., the coupling factor appearing in (2). If y is 
zero there is no dynamic interaction and the slip load is 
established entirely by the static preload, N0. The opposite 
extreme occurs if fiy equals unity in which case the force 
required for slip increases at the same rate as /„ and, hence, 
no steady-state slip or energy dissipation is possible. Results 
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Fig. 6 Influence of py on frequency of peak response 

for several values of 7<|U~' are depicted in Figs. 5 and 6, for 
A,„ and GJ,„, respectively. These results show that the effect of 
7 on both the peak response and the corresponding resonant 
frequency depends strongly on the value of the preload, N0. 
Whereas for small values of this parameter Am decreases with 
increasing y, the opposite occurs beyond a certain value of 
No. This is because y has the effect of increasing the effective 
normal load which for small values tends to reduce the 
response; as the effective normal load increases the trend is 
decreased. Notice also that the optimal value of N0 increases 
with 7 and so does the peak response. These effects may also 
be discerned by comparing Figs. 2(b) and 3(b). Similar 
comments apply to the resonant frequency um. 

4 Concluding Remarks 

1 A new method has been developed for calculating the 
steady-state response of frictionally damped systems in which 
the contact pressure on the friction joint varies dynamically 
with the vibratory motion. In the examples considered the 
procedure proved to be efficient and accurate. 

2 The mathematical approach used here was somewhat 
more general than that used for systems in which the contact 
pressure is constant. Specifically, the form of the solution, a 
truncated Fourier series, had to include an additional constant 
term that corresponded to a permanent offset displacement. 
This is a requirement when the nonlinear force is not sym
metric, as was the case here. 

3 For the system analyzed, increasing the amount of 
dynamic coupling had the effect of increasing the optimum 
preload, N0, as well as making the damper element less ef
ficient. In practice, these effects could prove significant and 
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should be taken into account in systems having significant 
amounts of dynamic coupling. 

5 Acknowledgments 

This work was supported by the Air Force Office of 
Scientific Research, Grant AFOSDR-0134, under the 
direction of Dr. Anthony K. Amos, and by the Air Force Aero 
Propulsion Laboratory, Contract No. F33615-83-K-2316, 
under the direction of Mr. William A. Stange. The authors 
also wish to thank Dr. Enrique Bazan for useful discussions. 

6 References 

1 Griffin, J. H., and Sinha, A., "The Interaction Between Mistuning and 
Friction in the Forced Response of Bladed Disk Assemblies," to be published in 
ASME JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. 

2 Griffin, J. H., "Friction Damping of Resonant Stresses in Gas Turbine 
Engine Airfoils," ASME JOURNAL OF ENGINEERING FOR POWER, Vol. 102, Apr. 
1980, pp. 329-333. 

3 Plunkett, R., "Friction Damping," in: Damping Applications for Vibra
tion Control, AMD Vol. 38, edited by P. J. Torvik, ASME, New York, 1980. 

4 Earles, S. W. E., and Williams, E. J., "A Linearized Analysis for Fric
tionally Damped Systems," Journal of Sound and Vibration, Vol. 24, No. 4, 
1972, pp. 445-458. 

5 Muszynska, A., and Jones, D. I. G., "A Parametric Study of Dynamic 
Response of a Discrete Model of Turbomachinery Bladed Disk," ASME Jour
nal of Vibration, Acoustics, Stress, and Reliability in Design, Vol. 105, No. 4, 
Oct. 1983, pp. 434-443. 

6 Muszynska, A., Jones, D. I. G., Lagnese, T., and Whitford, L., "On 
Nonlinear Response of Multiple Blade Systems," Shock and Vibration Bulletin, 
Vol. 51, Part 3, May 1981, pp. 88-110. 

7 Dowell, E. H., "The Behavior of a Linear, Damped Modal System with a 
Nonlinear Spring-Mass-Dry Friction Damper Attached," to be published in 
Journal of Sound and Vibration. 

8 Dowell, E. H ., and Schwartz, H. B., "Forced Response of a Cantilever 
Beam with a Dry Friction Damper Attached," submitted to Journal of Sound 
and Vibration. 

9 Dominic, R. J., "The Analysis by the Lumped Parameter Method of 
Blade Platform Friction Dampers Used in the High Pressure Fuel Turbopump 
of the Space Shuttle Main Engine," paper presented at the 54th Shock and 
Vibration Symposium, Pasadena, California, Oct. 1983; Shock and Vibration 
Bulletin, Vol. 54, May 1984. 

10 Soni, M. L., and Bogner, F. K., "Finite Element Vibration Analysis of 
Damped Structures," AIAA Journal, Vol. 20, No. 5, May 1982, pp. 700-707. 

11 Menq, C.-H., and Griffin, J. H., "A Comparison of Transient and 
Steady State Finite Element Analyses of the Forced Response of a Frictionally 
Damped Beam," ASME Journal of Vibration, Acoustics, Stress, and Reliability 
in Design, Vol. 107, No. 1, Jan. 1985, pp. 19-25. 

12 Sinha, A., and Griffin, J. H ., "Effects of Static Friction on the Forced 
Response of Frictionally Damped Turbine Blades," ASME JOURNAL OF 
ENGINEERING FOR GAS TURBINES AND POWER, Vol. 106, Jan. 1984, pp. 65-69. 

13 Sinha, A., and Griffin, J. H., "Friction Damping of Flutter in Gas Tur
bine Engine Airfoils," Journal of Aircraft, Vol, 20, No. 4, Apr. 1983, p. 372. 

14 Gelb, A., and Vander Velde, W. E., Multiple-Input Describing Functions 
and System Design, McGraw-Hill, New York, 1968, pp. 297-357. 

15 IMSL Library Reference Manual, 9th edition, Vol. 4, INSL, Inc. 

A P P E N D I X 

Fourier Coefficients of Nonlinear Friction Force, Fn 

Because a spring of stiffness kd is in series with the friction 
contact (Fig. 1) the nonlinear force,/„, is always proportional 
to the displacement across the spring, i.e.,f„=kd(x—y). Its 
magnitude is limited by the curves ± fiN where the normal 
load, N, is equal to N0 + ykdx when x> -N0/ykd and equal 
to zero when x<-N0/ykd. When f„=±/xN the friction 
contact can slip and y may change in such a way as to keep/,, 
equal to ± ^ N until x achieves an extremum. When the mass 
reverses direction the friction contact again sticks and the 
process is repeated in the opposite direction. Given this 
behavior the nonlinear force can be expressed as a function of 
the mass's displacement during a cycle of oscillation and its 
Fourier coefficients calculated in terms of the amplitude of 
vibration. 

If the displacement of the lumped mass is assumed to be 
sinusoidal, i.e., x = AzosQ, where d=wt—\p, then the con
figuration of the slip and stick can be broken into three cases: 

Fig. 7 Nonlinear force: no steady-state slip 

Fig. 8 Nonlinear force: steady-state slip but no liftoff 

no slip, slip but no liftoff, and liftoff. The key results are 
summarized in the following sections. 

1 No Slip: 0 < A < / i N o / k d . For this case, an unknown 
amount of slip may occur during the transient response which 
results in a permanent offset in the steady-state solution. This 
displacement causes an equally unknown mean value of the 
friction force, fb. However, from Fig. 7, it is apparent that / 6 

lies between the values: 

- iiN0 + (1 - ixy)kdA <fb <vN0 + (/ry- l)kdA 

and 

(A A) fc=kdA 

2 Slip but No Liftoff: /iN0/kd < A < N 0 /7k d . From Fig. 
8, the friction force can be separated into four sections during 
a cycle of vibratory motion. 

fn = 

where 

fiN0+(ixy-l)kdA + kdAcos6 O<0<0, 

•fiN0- /iykdAcosd 0,<0<7r 

-liN0 + (py+l)kdA+kdAcos6 ?r<0<0 

/xN0 + fiykdAcosd 02 < 8 < 2TT 

(A.2) 

= cos~ 
[2nN0/kdA+(ny-l)y 

liy+1 

y2=27r —cos j 
(- 1 - ny 

(A. 3) 

Using (A.2) and (A3), the standard integral formula for 
the Fourier coefficients of a periodic function implies 

fn =fb +/ fcos0 +/,sin0 (A .4) 
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Fig. 9 Nonlinear force: liftoff 
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where 

1 
fb = —i(Tr-e2)[2vN0-(n+WljA] 

2ir 

+ 0, [2/iAf0 +(/x7- l)kdA] + (^7+ l^rf^sinS, 

+ (1 - jLry)£d;4sin02) 

+ -[lixNo + dxy-^k^smdi 

+ -[-2/xNo + (l + ^7)£d.4]sin02J 

fs = -<j-kdA+-[-2vN0 + (l-n)kdA]cosdl 

+ ^[2/dyo-(l+p7)*«/>4]cos02} (/1.5) 

3 Liftoff: N 0 / 7 k d < A . From Fig. 9, the friction force 
can again be separated into four sections for a cycle of 
vibratory motion 

/„ = 

fj%) + (/ry - l)kdA + kdAcosd 

- ixNQ — /j.ykdAcosd 

0 

/xN0 + fj.ykdAcosd 

o<e<6», 

0i<0<02 

e2^e<2ir-e2 

2TT-e2<d<2-ir 

(A.6) 

where 

= cos~ 

. = COS" 

•[IpNo/kgA+biy-l)]' 

/ry+1 

I 7 ^ - > 
(,4.7) 

Using (A 6) and (/1.7), the same procedure as in the case of 
slip but no liftoff yields 

fb = ~ f 0 ,12^0 
2TT 

+ (w-W^ + iny+^k^smd^ 

+ -P/^Vo + C ^ - l ^ ^ l s i n e , ] 

7T V 2 

04-8) 

- - [2/iTVo + (/x7 - \)kdA]a3sdx 

+ (fj.N0 + iiykdA)cosd2 

The results obtained are valid when the value of N0 is 
positive. For the case of negative N0, the same procedure can 
be applied as for liftoff and one finds that the same formulas 
are obtained. Finally, it is noted that the friction force always 
can be written as 

/„ =fb (A,Na;y,kd) +fc(A,N0;y,kd)cos6+fi.(A,N0;y,kd)sind 

(A.9) 

Furthermore, these three coefficients can be non
dimensionalized as follows: 

f„ (A,N0,y,kd) = l*N0Fb ( - ^ - ,7) 

fc{A,N0,y,kd) = tiNoFc(~^-,y) {A.10) 

lxN0 

kdA 

lxN0 

/ kdA \ 
fs (A,N0,y,kd) = iiNoF, { -JT ,y) 

Typical results depicting these nondimensional functions 
are shown in Figs. 10 and 11. As shown in Fig. 10, the 
dynamic coupling component Fb of the nonlinear friction 
force is not unique for the case of no sustained slip. However, 
the dynamic component of the forced response is not affected 
since there is no energy dissipation in this case. Note for 
application in Section 2.2 that N0 is replaced by its effective 
value, N0 + ykdB, as indicated in (4). 
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Dynamic Characteristics of an
Assembly of Prop-Fan Blades

Introduction

The renewed interest in propeller propulsion is based on
large reductions expected in fuel burned and direct operating
costs compared to advanced turbofan propulsion. Current
predictions [1] indicate that a prop-fan (Advanced Propeller)
powered 120-passenger aircraft will burn 20070 less fuel than a
similar turbofan powered aircraft. Potentially greater benefits
are predicted with counter-rotating prop fans.

In contrast to conventional propellers, prop-fan blades are
thin and highly swept back giving rise to large bending and
twisting deformations and complex vibratory characteristics.
Aerodynamic performance depends on the extent of steady
state deformation and the aeroelastic response depends upon
the vibratory frequency and mode shape. Therefore, the
steady-state and vibratory characteristics need to be
calculated in order to predict accurately the performance and
stability characteristics of the blade assembly. The reliability
of the calculation procedures needs to be established on the
basis of comparison with data generated under carefully
controlled test conditions. The object of this paper is to
present and discuss the principal results of structural analyses
of a five-bladed prop-fan assembly and compare the results
with corresponding test data.

The test results reported here include both steady defor
mations and vibratory frequencies and mode shapes of the
prop-fan in a vacuum centrifugal environment. Several
unique measurement techniques were used during the
program including determination of the steady-state
deformations by measuring the angular deflections of a laser
beam reflected from mirrors bonded to the blades. In ad
dition, direct tip deflection measurements were made with
high-speed strobe photography. Use of a piezoelectric crystal
excitation system provided smooth sinusoidal blade excitation
of the assembly at arbitrary amplitude and interblade phase
angle.
Experimental Program

The experimental program was generally directed toward
developing a structural data base from which the steady-state
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Fig. 1 Photograph of instrumented SR5 assembly In UTRC spin rig

blade motions as well as vibratory characteristics of the prop
fan assembly could be determined.

The overall goals of the program were to (a) assess the
extent of correlation between finite element analysis and
corresponding test results, and (b) determine the extent of
mechanical coupling among the blades through an
examination of the response of the assembly in its system
modes.

The specific objectives were to:

Measure the centrifugally induced steady blade
deflections up to the mechanical design speed of 9000
rpm.

2 Measure the frequency and mode shape of the first five
normal modes of vibration at selected speeds.

3 Determine the character and extent of blade-to-blade
mechanical coupling through the hub during vibration.

4 Compare the experimental results with corresponding
analytical predictions from NASTRAN.

Test Rotor and Blade Geometry

The test rotor, designated as SR-5, consisted of five Ti 6-4
prop-fan blades mounted on a steel hub which retains the
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Number of blades in rotor: 
«Tip 
•RlTub 
'/^Root 
t/bT,p 
Mechancal design rpm 
Tip speed at design 
Material 
Reference angle at 3/4 radius 
Max sweep back angle at tip 
LE radius tip (nominal) 
LE radius root (nominal) 

Table 1 

5 (10 in prototype) 
12.1 in. (31cm) 

2.83 in. (7.19 cm) 
0.105 
0.018 
9000 

950 ft/s (290 m/s) 
Ti6-4 

58.5 deg relative to tangential plane 
63deg 

0.003 in. (0.0076 cm) 
0.0614 in. (0.156 cm) 

blades in a centrifugal field and has provision for varying the 
pitch angle of the blades. The SR-5 rotor, designed as a ten-
bladed rotor, had undergone extensive wind-tunnel testing 
under a variety of conditions to measure both its aerodynamic 
and structural characteristics. The tests reported here were 
cnducted on a five-bladed version of the SR-5 rotor (Fig. 1), 
with blades set at the nominal cruise flight pitch angle of 58.5 
deg at a reference radius of 3/4 span. Table 1 is a summary of 
the significant airfoil geometric parameters which are more 
completely described in [2]. After the instrumentation was 
installed, the individual blades were moment weighed and 
mounted in the hub in a sequence to minimize initial im
balance. 

The blade/rotor coordinate system is shown in Fig. 2; the 
X-axis is coincident with the rotor axis (positive aft), Y is 
radial and coincident with center of the blade pitch change 
axis (positive outward), and Z is perpendicular to the XY 
plane. For purposes of surface identification, the pressure or 
face surface is the surface facing in the positive Z direction, 
and the suction or camber surface faces the negative direction. 

Instrumentation 

(a) Steady Centrifugal Blade Deformation. The technique 
of measuring deflections by means of reflection from mirrors 
bonded to the blade surface requires an intense narrow beam 
light source and adhesives strong enough so that the mirrors 
remain attached to the blade in a centrifugal field. Readily 
available and inexpensive lasers and epoxy adhesives have led 
to the development and refinement of this technique reported 
in [3,4]. The method of using reflection of a laser beam from 
mirrors bonded to the blade was thus a logical choice to 
determine the complex deformation patterns of the prop fan. 

The location of the mirrors mounted on the blades is shown 
in Fig. 3 and the schematic arrangement of the laser/mirror 
system is shown in Fig. 4. One blade (S/N 10) has the full 
array of 11 mirrors; each of the other four blades in the rotor 
have a single mirror at the A-2 location. Alignment and 
bonding of the mirrors were carried out with the blades 
mounted in the hub at the specified pitch angle, and the hub 
mounted in the spin-rig. The intense narrow beam light source 
is provided by a Hughes, Series 4000 HeNe laser. 

Direct photographs of the blade tips were made by using a 
high-intensity short-duration spark gap flash unit and a 
specially designed and fabricated digital phase shifter which 
operated from the 1 per rev and 60 per rev signals available 
from the spin-rig drive shaft. A simple calculation shows that 
at maximum speed of 9000 rpm, the blade tip will move 
approximately 0.003 inches during the 1/4 jts flash duration 
resulting in sharp, well-defined photographs. The camera, a 
35 mm SLR, was mounted outside the vacuum chamber. 

(6) Dynamic Instrumentation. The blade-mounted dynamic 
instrumentation consisted of piezoelectric crystals used to 
induce vibration in a desired mode, and resistance strain gages 
to define blade response. Figure 5 shows the strain gage and 
crystal locations. Crystals were located on the basis of bench 
test experiments to give good vibratory response of the blade 
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Fig. 2 Blade coordinate system 
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Y OTHERS: LOCATION A2 ONLY 

BLADE CAMBER SIDE 

Fig. 3 SR-5 model prop-fan blade mirror locations 

in the first five normal modes. Two lead zirconate-titanate 
crystals, electrically paralleled to increase force input, were 
used to excite each blade. The crystals, Type G1356 (1.00 x 
0.5 lx 0.010 in.) were supplied by Piezo Electric Products. 
Development of the crystal excitation technique is described 
in [5]. Strain gage locations were chosen on the basis of 
analytical stress distributions derived from NASTRAN [6] for 
the first five vibratory modes. The two blades chosen to have 
the extensive instrumentation (blade S/N 2 with 15 strain 
gages, and blade S/N 10 with 11 mirrors) were selected on the 
basis of their having average frequencies as measured on the 
bench. 

The tests were carried out in the UTRC high-speed spin 
facility, a 10 ft diameter by 3 ft high vacuum chamber which 
is mounted on a platform 4 ft above the floor with the vertical 
axis drive system mounted on the bottom plate. This 
arrangement allows unobstructed visual access to the test 
component from the top. 
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Test Procedure

(a) Steady-State Deflections. Prior to recording data from
the surface-mounted mirrors, the initial positions of the spots
on the screen were recorded by turning the rotor by hand with
the chamber evacuated and marking the reflections from each
mirror on the screen. A photograph of the marked-up screen
was made and served as the zero speed reference location for
each mirror. The rotor was then accelerated, allowed to
stabilize at each required speed, and a photograph of the
reflections was made. The exposure duration was chosen to
give 10 to 20 repetitions of each reflection. Figure 6 shows a
typical photograph of the screen which also shows the scales
needed for length calibration and a repeating tachometer for
measuring the speed. This procedure served well up to a
certain speed beyond which most of the reflections had passed
outside the field of the window and thus could not be
recorded. Several attempts were made to rebond the mirrors
to the blades to permit greater range of travel but the com
bination of blade bending, twisting angles, and the plane of
the rotor relative to the window resulted in spot deflections at
9000 rpm which exceeded the 12 in. diameter of the viewing
window. To provide positive spot identification and eliminate
ambiguity from spot crossings on the still photographs at
increasing speeds, a real-time video recording was made of a
slow acceleration, and from this a continuous tracing of each
spot (Fig. 7) as a function of speed was prepared. Figure 7
shows the trajectories of the midchord tip mirror reflections
from all five blades which represent a measure of how well the
blades match each other. The components of rotation 8)' and
8 z , for blade SIN 10 are generally larger than for the 'other

four blades because of the extra mass of the 11 mirrors and
epoxy adhesive on that blade. The curvature apparent in these
trajectories shows that significant nonlinear displacements are
occurring. This feature is discussed later.

To obtain photographs of the blade tips, the rotor was
brought up to a given speed and stroboscopically illuminated
with a multiple flash strobotach triggered by the 1 per rev
signal from the drive shaft. A digital phase shifter was used to
adjust the time of flash relative to the 1 per rev pulse; thus, the
rotor could be "stopped" at any angular location. Each blade
was lined up visually using the hub reference mark relative to
the hub pointer. When the correct alignment had been
achieved, the strobotach was removed from the circuit and
replaced with the single pulse high intensity Microflash 599-11
light source and driver. Recording was achieved by opening
the camera shutter, pulsing the flash unit and closing the
shutter. In this manner, two independent photographs of each
of the five blades were taken at each of six speeds.

Data reduction was accomplished by projecting the
negatives onto vellum at an overall magnification of ap
proximately 4 x. The position of the blade leading and
trailing edges was marked as were the position of the
horizontal and vertical fixed reference lines. Blade deflections
were determined by the variations in position from the
reference marks.

(b) Dynamic Testing. Prior to the determination of
vibratory characteristics of the assembly at speed, the blades
were individually characterized through experimental modal
analysis. For tests at speed, the rotor was mounted in the
vacuum spin rig and strain gages and crystals were connected
through the slip ring to the data system and excitation control
respectively. The decay of free vibration data was reduced by
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Fig. 8 NASTRAN grid breakup of SR5 blade 

a time domain analysis as outlined in [7]. To obtain a data 
record with the rig stabilized at a specified speed, the crystals 
were energized at a specified amplitude and interblade phase 
angle. To find the system frequency, a responsive strain gage 
channel was monitored visually on an oscilloscope as the 
excitation oscillator was swept slowly around the frequency of 
interest. When it was determined that the blade response was 
at a maximum, the excitation was switched off and data 
recording started simultaneously. This method proved 
satisfactory for data records in modes 1, 2, 4, and 5, but the 
3rd mode proved to be very difficult to excite. Vibratory 
testing was limited to speeds under 7000 rpm because earlier 
calculations had indicated a potentially large steady stress at 
the airfoil trailing edge. The combination of this high steady 
stress and vibratory stress suggested the risk of failure to be 
unacceptably high. 

NASTRAN Analysis 

The model used for the finite element analysis 
(MSC/NASTRAN version 62A) is shown in Fig. 8. This 
model consists of 882 triangular plate elements (CTRIA3) and 
517 node points. The plate element isoparametric formulation 
includes both membrane and bending action. Isotropic 
material properties and lumped nodal masses were used for 
the element. The base of the blade root is modeled as fully 
constrained and therefore does not allow for any coupling 
that may exist among blades. 

Since the turboprop blade is relatively flexible, it responds 
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Fig. 9 Blade midchord twist By versus % radius 
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Fig. 10 Blade uncamber versus span at 7000 rpm 

to loading with relatively large deflections. The computation 
of these deflections requires a geometrically nonlinear 
analysis. NASTRAN, which is capable of performing this 
type of analysis, was used to compute the blade's steady-state 
displacements produced by the centrifugal loading. 

NASTRAN utilizes a modified Newton-Raphson algorithm 
to solve the geometrically nonlinear problem [6]. This 
algorithm required nine iterations to adequately converge. 
After convergence the structural mass and stiffness matrices 
are used for the subsequent frequency analysis. The cen
trifugal softening terms associated with in-plane 
displacements are included in the final stiffness matrix. The 
large displacement and frequency analyses were repeated at 
several rotational speeds. 

Discussion 

(a) Steady-State Deflections. Both the measured and 
predicted steady-state rotations are shown in Fig. 7. In ad
dition to the nonlinear analysis described above, NASTRAN 
was used to predict the linear behavior. The deviation of the 
"Linear analysis" line from the curves representing the ex
perimental data and nonlinear analysis shows that significant 
nonlinear behavior is present even at moderate rotational 
speeds. Figure 7 also shows that the experimental data and the 
nonlinear analysis agree on the dependency of the bending 
(9Z) and twisting (QY) rotations. However, at 5000 and 7000 
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deformation of the blade results in projection of rotation on
all the axes. The camera records only one of these projections
which is related to e y and therefore will not admit to
quantitative comparison because the other components of
rotation which couple with e y cannot be recorded on a single
photographic plane.

(b) Vibratory Tests. The specific rotor characteristics which
were evaluated include:

natural frequency versus speed for the first five blade
modes;

2 extent and characteristics of mechanical coupling
among the blades and the resulting coupled modes;

3 blade strain mode shape response with speed for the
first five blade modes.

Results obtained from reducing the vibratory tests are
presented and discussed below.

Natural Frequencies of the Rotor. The variation of the
vibratory natural frequencies of the assembly with speed is
shown in Fig. 12. Although excitation was imposed on all the
blades at a variety of prescribed interblade phase angles in
both forward and backward traveling waves, amplitude decay
signatures generally contained a mixture of waves.

At several speeds and modes, pairs of frequencies very close
together were observed as shown in Fig. 12. In these data, the
upper frequency represents a mode in which all the blades are
exactly in phase in an "umbrella" mode, and the lower
frequency exhibits a mixed nodal diameter pattern. While
strong response was noted in modes one, two, four, and five,

Fig. 11 Tip photos-gOOD rpm (upper) and 1680 rpm (lower)

rpm the analysis predicts significantly larger rotations
(especially twist) than were measured.

The influence of the centrifugal field on the steady-state
blade twist for the SR-5 is summarized in Fig. 9 which shows
the spanwise distribution of airfoil twist about the Y (radial)
axis obtained from measurements at the midchord row of
mirrors at three spanwise locations (A2, B2, C2). It is seen
that the twist angle increases uniformly with span up to about
80070 from which point it decreases out to the tip. The in
terruption in the 8000 rpm curve is caused by the fact that the
spots reflected from the B row of mirrors were outside the
range of viewing. Also shown in Fig. 9 are the results of
NASTRAN calculations at 7000 rpm. NASTRAN results are
in agreement to within 5% of the mirror data up to this
spanwise position of maximum twist angle beyond which
NASTRAN does not predict the decrease in twist clearly
indicated by these data. The reasons for the disagreement
between results from NASTRAN analysis and corresponding
results from test data cannot be fully explained. However,
considering the extent of agreement evident in the results up to
80% of the span (i.e., where the deflections are smaller than
those in the other 20% of the blade span), it is likely that the
nonlinear analysis in NASTRAN is not adequate to model the
large motion of such components.

Figure 10 compares the difference in twist angle from
leading to trailing edge along the span at 7000 rpm.
NASTRAN results at similar blade locations are also shown.
It is seen that over most of the span the trailing edge twists
much more than the leading edge resulting in the significant
decrease in airfoil camber shown. Near the root and tip the
sense of the camber change is reversed leading to a small
camber increase particularly at the tip. NASTRAN results
show a similar uncambering characteristic with span which
agrees closely with the measured values up to about 60% span
above which NASTRAN indicates larger uncamber than was
measured. For the transonic Mach numbers at which the
blade operates, it may be anticipated that (a) similar changes
in airfoil camber will have a significant effect on overall rotor
performance and (b) a precise knowledge of the blade twist
and uncamber will be required to predict the aerodynamics.

Figure 11 is a superposition of two photographs of the tip
of blade number 5 taken at 1600 and 9000 rpm and shows
clearly the large centrifugal twists and displacements that can
occur. In the figure, the lower image of the tip (painted white
to enhance visibility) was taken at 1600 rpm and the upper
image taken at 9000 rpm.

A careful review of the data indicated that a single
photographic image of the tip does not contain adequate
information for twist angle to be compared directly with
corresponding laser/mirror twist data. The tip chord has
projections on the X, Y, and Z axes; consequently, centrifugal
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Table 2 Nodal diameter response pattern during decay versus type of excitation 

6000 rpm 
First mode 
Strain gage No. 12 on all blades 

Excitation pattern 

Strength of Single 
response during blade 0 nodal dia. 1 nodal dia. 2 nodal dia. 2 nodal dia. 1 nodal dia. 

decay excitation (umbrella) forward forward backward backward 

0 nodal dia. 100% 100% 40% 15% 15% 
(umbrella) 
1 nodal dia. 0 0 65% 30% 40% 
forward 
2 nodal dia. 10% 10% 25% 90% 100% 
forward 
2 nodal dia. 5% 5% 30% 100% 95% 
backward 
1 nodal dia. 5% 5% 100% 45% 35% ~ 
backward 
System response 
frequency 173.99 Hz 174.43 Hz 158.8 Hz 157.18 Hz 157.71Hz 

the third mode proved to be difficult to excite at speeds above 
4000 rpm. Therefore, few data could be obtained close to the 
third mode frequency. This characteristic was also observed in 
the bench tests, in which the third mode response was always 
significantly less than that in the other four modes. 
Examination of the mode shapes in the fourth and fifth 
modes shows that there is an apparent crossover of modal 
frequencies. 

Figure 12 also shows results from NASTRAN, a blade-
alone frequency calculation, for the frequency of the first five 
modes as a function of speed. The predicted mode shapes are 
also included in Figure 12. It is emphasized that the test data 
shown in Fig. 12 represent system modes and therefore are not 
directly comparable with the blade-alone calculations shown. 
The frequency of the system modes shown are approximately 
10% higher than the individual blade-alone frequencies for 
the first two modes. This is possibly due to the predominance 
of inertial effects in the coupling mechanism [8]. As can be 
seen there is poor agreement between the analytical and ex
perimental results for the third and higher modes. 

All of the experimental modes shown in Fig. 12 represent 
rotor coupled modes; i.e., the response frequency of each 
blade in the rotor is the same, and there is a fixed interblade 
phase angle between them. Whether one blade of the assembly 
or the complete assembly was subjected to forced vibration, 
the entire assembly responded indicating a significant level of 
mechanical coupling among the blades. Attempts to relate the 
nodal diameter patterns of the response with the nodal pattern 
of the excitation show that they are not simply related because 
the response modes contain contributions from many har
monics. 

The excitation of the assembly included both single blade as 
well as all blades at 0, 1, and 2 nodal diameters in forward and 
backward traveling waves. Decay patterns were characterized 
by either strong umbrella-mode response and/or a mixture of 
the other patterns. Table 2 compares the relative response 
amplitude of the waves for different patterns of excitation 
including the excitation where only a single blade was driven. 
As observed earlier, no consistent relationship is evident 
between the pattern of excitation and correspondent patterns 
of response. A possible explanation for this lack of traveling 
wave correlation is that the transient force induced by 
switching off the excitation induces a mixture of traveling 
waves. The specific mixture is related to the timing of the 
transient during the cycle. The detailed characteristics shown 
for the first mode are typical of the higher modes also. It is 
interesting to note, however, that when the umbrella mode is 
the major constituent of the rotor response, the decay 
frequency was observed to be about 10% higher than those 

cases where the response contains other nodal diameter 
patterns. 

(c) Blade Strain Mode Shape. In order to clarify individual 
blade strain mode shapes, the variation in strain distribution 
for each mode and speed are evaluated. As an example, Fig. 
13 displays the output from the twelve active gages on blade 
#2. Additional data of this type are presented and discussed in 
[9]. In Fig. 13, an outline of the pressure and suction surface 
of the blade is shown along with the location and orientation 
of each of the strain gages. Strain gage numbers 1 and 5 were 
not included in the data recording because their output during 
the bench test characterization was less than 5% of the 
maximum reading strain gage for all five modes of vibration, 
so it was felt that they would contribute little to mode iden
tification. Below the blade outline is a bar chart where each 
bar represents the strains at zero speed obtained from the 
corresponding numbered gage on the blade. The height of the 
bar represents strain amplitude normalized to the maximum 
(which varies for different modes) and the position above or 
below the axis shows whether the phase angle relative to gage 
number 2 is 0 or 180 deg. 

Two groups of four symbols have been superimposed on 
each bar to show blade mode response for the two charac
teristic system modes with zero interblade phase angle 
(umbrella mode) having solid symbols, and the nonzero in
terblade phase (mixed nodal diameters) angle having open 
symbols. The speed at which the data were recorded is shown 
by the shape of the symbols. 

Examination of the change of the mode shapes with respect 
to speed leads to the following observations. 

(a) The system mode with a predominant zero interblade 
phase angle (umbrella mode) and modes with nonzero 
interblade phase angle (mixed nodal diameters) show 
virtually no difference in blade strain mode shape 
despite the frequency difference on the order of 9%. 

(b) The modal distribution of strain from the zero rpm 
measurements is only an initial screen for modal 
identification because the data at speed may show a 
substantial difference and may reflect changes in blade 
root constraint. 

(c) The highest frequency mode measured at speeds above 
4000 rpm shows a strain distribution resembling that 
of the fourth mode at zero rpm. 

(d) The fourth mode at speeds above 4000 rpm shows a 
strain distribution resembling that of the fifth mode at 
zero rpm. 

(e) The third mode was difficult to excite at speeds above 
4000 rpm; consequently changes in strain distribution 
with speed could not be recorded. 
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The vibratory stresses at the strain gage positions calculated 
from NASTRAN, were used for comparison with the 
corresponding experimental blade measurements. With the 
computed values of ax, ay, Txy for each finite element, the 
stress component oriented in the strain gage direction were 
calculated and averaged arithmetically for the elements 
immediately adjacent to the nodal point identified with a 
particular strain gage. 

The first two modes showed satisfactory correspondence 
between experimental bench test mode shapes and the 
NASTRAN predictions at both zero and 7000 rpm. The third 
NASTRAN mode, in contrast, showed no relationship to any 
of the three higher bench modes. The fourth bench test mode 
showed significant similarity to the fifth mode of the 
NASTRAN predictions. The fifth bench test mode and the 
fourth NASTRAN modes showed a limited similarity to each 
other. 

frequencies. The agreement for the hgher modes is 
generally poor. 

6 Significant differences were noted between calculated 
vibratory stress distributions and corresponding 
measurements at both zero and 7000 rpm for the 3rd, 
4th, and 5th modes of vibration. Modes 1 and 2 show 
satisfactory agreement. 

7 NASTRAN calculation of blade tip axial deflection in 
the centrifugal field agrees with the measured values. 

8 Significant differences exist between results calculated 
from NASTRAN and corresponding measurements 
for twist and uncamber distribution. 

9 Mechanical coupling among the blades can arise due to 
either the inertia of the hub and/or the elasticity of the 
hub and pitch change mechanism. 

10 The added mass of the blade mounted mirrors is 
apparent in the centrifugal deflection measurements. 

Principal Conclusions 
Based on (a) the test data obtained by testing the five blade 

configuration of the SR-5 assembly, and (b) the NASTRAN 
analytical results, the following major conclusions can be 
drawn. 

1 Centrifugal loads acting on the assembly cause large 
reductions in airfoil camber over most of the blade 
surface. 

2 Maximum twist due to centrifugal loads occurs in
board of the tip at approximately 80% span. 

3 For the first five modes of vibration, the rotor 
responds as a system with all blades vibrating at the 
same frequency. 

4 Blade strain mode shapes exhibit small changes be
tween 4000 and 7000 rpm for the first five modes of 
vibration. 

5 NASTRAN blade alone frequencies for the first two 
modes are within 10% of the measured system mode 
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Influence of Friction Dampers on 
Torsional Blade Flutter 
This paper deals with the stabilizing effects of dry friction on torsional blade flutter. 
A lumped parameter model with single degree of freedom per blade has been used to 
represent the rotor stage. The well-known cascade theories for incompressible and 
supersonic flows have been used to determine the allowable increase in fluid velocity 
relative to the blade. It has been found that the effectiveness of friction dampers in 
controlling flutter can be substantial. 

Introduction 
This paper is concerned with the stabilizing effects of dry 

friction on torsional blade flutter which is an important 
problem in the development of modern gas-turbine engines. 
The feasibility of incorporating additional friction devices to 
increase the amount of mechanical damping in the gas-turbine 
rotor stages to stabilize flutter was first investigated by Sinha 
and Griffin [1, 2, 3]. The aerodynamic instability in the earlier 
papers was simulated by taking the viscous damping 
associated with each blade to be negative. This simple 
representation of aerodynamic forces provided a good basis 
for the development of the physical concepts and 
mathematical techniques which are required to analyze the 
stabilizing effects of friction dampers. However, this model 
does not consider certain essential features of cascade 
aerodynamics, e.g., aerodynamic coupling between blades 
and the dependence of aerodynamic damping on interblade 
phase angle, frequency of blade oscillation, Mach number, 
and various cascade parameters. Consequently, the results 
obtained in the previous papers [1, 2, 3] do not provide a 
quantitative method for assessing how effective friction may 
be in an actual application. Therefore, it is not known to what 
extent the use of friction dampers can lead to an advancement 
in gas turbine technology, e.g., an increase in engine rpm. 
Often, a higher value of engine rpm is desirable since the 
increase in performance would lead to a higher thrust-to-
weight ratio. However, higher engine speeds can cause 
aeroelastic instability since the fluid velocity relative to the 
blade is also increased. The objective of this paper is to 
determine if the use of additional friction devices can allow 
the engine to operate at a significantly higher fluid velocity 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 30th International Gas Turbine 
Conference and Exhibit, Houston, Texas, March 18-21, 1985. Manuscript 
received at ASME Headquarters, January 10, 1985. Paper No. 85-GT-170. 

relative to the blade while still maintaining stable vibratory 
response. 

Two types of friction dampers, blade-to-blade (B-B) and 
blade-to-ground (B-G), are considered in this paper. Both 
types are currently used in turbine stages to limit resonant 
stresses [4, 5, 6, 7], As indicated in Fig. 1, these dampers are 
modeled as massless springs [1, 2, 3] located either between 
the blades or between the blades and a relatively rigid 
structure such as the coverplate. These devices provide links 
between points experiencing relative motion caused by 
vibration. They transmit shear loads, IJIM, through friction 
contacts which dissipate energy when slip occurs. 

" " / W / / / 7 / / 7 7 7 7 7 7 - ? 7 T 7 7 ^ > 7 7 ? 7^-Z" 

A Blade-lo-Blade (B-B) Damper 

T ^ r - ^ /T /AV 

A Blade-to-Ground (B-G) Damper urounu 

Fig. 1 Types of friction dampers 

Damper 

Slip Load 
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Fig. 2 Tuned model of a rotor stage 

Fig. 3 Cascade of blades 

The spring/mass model, shown in Fig. 2, is used in this 
paper to represent a rotor stage. This model considers only a 
torsional mode of vibration for each blade and is the same as 
that used in the previous studies [2, 3] except that the viscous 
damping associated with each blade is taken to be positive to 
represent any structural damping. In Fig. 2, m and k are the 
mass-moment of inertia and torsional stiffness, respectively, 
of the blade. The variation in modal properties of blades, 
known as mistuning, has a beneficial effect on aeroelastic 
instability [8, 9] and, therefore, has been ignored in the 
present study. The mechanical coupling between the adjacent 
blades due to disk flexibility has been simulated by a spring 
with stiffness kC. The stiffness of the B-B dampers is 
represented by kB and that of the B-G dampers by kG. 

The unsteady aerodynamic moment due to the motion of 
blades in a rotor stage has been calculated by using the well-
known linear cascade theories for unstalled incompressible 
[10] and supersonic flows [11]. In the development of these 
theories, the rotor stage is modeled as a cascade of blades 
(Fig. 3). Also, the blade is represented by a "typical section" 
model which is assumed to vibrate in torsion about an axis 
located at a distance r)d from the leading edge (Fig. 4). It is 
also assumed that the motion of each blade is sinusoidal with 
identical amplitude and constant interblade phase angle. The 
aerodynamic moment on each blade in incompressible flow 
depends on reduced velocity (U{), stagger angle (£) gap-to-

Fig.4 Equivalent section of a blade 

chord ratio (G/d), interblade phase angle (/3r) and the location 
of the torsion-axis (17). For supersonic flow, the Mach number 
(M) is an additional parameter. 

Specifically, this paper is concerned with the dynamic 
behavior of the system, depicted in Fig. 2, at reduced 
velocities greater than its critical value, (£/])„.. At £/, >(Ul)cr, 
the aerodynamic damping is negative in at least one mode of 
vibration. Consequently, a perturbation in the quiescent 
initial condition of displacement and velocity will result in the 
growth of amplitudes even in the absence of any external 
excitation. If the motion of blades is such that the maximum 
force in the damper exceeds the slip load, the damper slips and 
there is a dissipation of energy. Hence, the system may attain 
a steady state (limit cycle), provided the work done due to the 
unstable aerodynamic forces equals the energy dissipated by 
friction. 

••The steady-state response, also described as limit cycles, is 
obtained using the technique established in the earlier paper 
[2]. It is assumed that steady-state solutions are harmonic and 
correspond to one of the tuned modes, i.e., those having 
identical amplitude for each blade and constant interblade 
phase angle. Similar to the results obtained with constant 
negative damping, a pair of steady-state solutions is found in 
a tuned mode. The solution with the lower amplitude is 
described as a stable limit cycle, whereas the other solution 
corresponds to a stability limit which if exceeded would result 
in unbounded response. If the initial conditions are below the 
stability limit, the system settles down in a steady-state 
oscillation with the lower amplitude. It has also been found 
that there exists a maximum value of reduced velocity, 
(^i)max. beyond which a steady-state solution is not found in 
all the tuned modes. Since the system settles down in one of 
the stable steady-state oscillations for all perturbations in 
quiescent initial conditions only if a pair of solutions are 
obtained in all the tuned modes [2], (t/i)max is taken to be the 
maximum value of reduced velocity beyond which friction 
dampers are unable to stabilize the system. Using the values of 
(t/i)max a n d (Ui)cr, a method has been developed in this paper 
to estimate the increase in relative fluid velocity as a fraction 
of critical fluid velocity. 

First, the impact of friction dampers (B-B and B-G) on 
torsional blade flutter is studied for three, six, nine, and 
twelve-bladed disks. The aerodynamic moment on each blade 

N o m e n c l a t u r e 

a = Fourier coefficient 
A = amplitude 
b = Fourier coefficient 
C = structural damping 
d = chord length 

Fr = aerodynamic moment in the r-
th tuned mode 

/ = (-1)"2 

k = torsional stiffness of the blade 
kB = B-B damper stiffness 
kC = coupling due to the disk 
kD = B-B or B-G damper stiffness 

ke 
kDe 

kU 
m 
N 
R 

U 

u, 
Ua 

X 

= equivalent modal stiffness 
= equivalent damper stiffness 
= B-G damper stiffness 
= mass-moment of inertia 
= number of blades 
= normal load at the friction 

joint 
= fluid velocity relative to 

blade 
= reduced velocity (U/cod) 
= axial fluid velocity 
= displacement 

the 

y 

$r 

6 

V 
M 
* 
p 
X 
CO 

fi 

= displacement of the damper 
spring at the friction contact 

= interblade phase angle in the r-
th tuned mode (2ir(r-l)/N) 

= nondimensionalized damper 
stiffness 

= location of the torsion axis 
= coefficient of friction 
= stagger angle 
= fluid density 
= mass ratio 
= frequency 
= engine rpm 
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Fig. 5 Equivalent SDOF model with B-G dampers 

is calculated using Whitehead's theory for incompressible 
flow [10]. The choice of a small number of blades and in
compressible flow field keeps the computation effort to a 
minimum while still illustrating the role of each parameter, 
e.g., interblade phase angle, dependence of aerodynamic 
damping on reduced velocity, etc., that governs the damper's 
performance. Next, a 28-bladed NASA rotor stage is con
sidered to evaluate the effects of friction on flutter in a more 
realistic situation. The flow is assumed to be supersonic with a 
subsonic leading edge and the theory developed by Adamczyk 
and Goldstein [11] is used to calculate the unsteady 
aerodynamic moment on each blade. The results from ex
tensive computer simulations indicate that in this instance the 
use of B-G dampers can allow the engine to operate at a 
significantly higher value of relative Mach number. 

Steady-State Analysis 

For the response in a tuned mode, the multi-degree-of-
freedom (MDOF) model of the rotor stage with either B-B or 
B-G dampers is equivalent [2] to the single-degree-of-freedom 
(SDOF) model with B-G dampers (Fig. 5). In this figure, Fr is 
the aerodynamic moment due to the motion of blades in the r-
th tuned mode with /3r as the constant interblade phase angle. 
The value of /3r is equal to 2-w(r - 1 )/TV, where TV is the number 
of blades and r varies from 1 to TV. The expressions for 
equivalent stiffness (Ke), equivalent damper stiffness (kDe) 
and the slip load ((ijJZ)e) are presented in Appendix I. 

The dynamics of the equivalent SDOF model, depicted in 
Fig. 5, is governed by the following differential equation: 

mx" + Cx' + (ke+kDe)x-kDey=Fr (1) 

It is assumed that the flow conditions are such that flutter 
occurs and that the steady-state response induced by friction 
dampers is harmonic, i.e., 

x=Aeml (2) 

Under this assumption, the aerodynamic moment, Fr, is 
calculated as follows [8, 9]: 

Fr = TTPd4u2lrx (3) 

where p is the fluid density and 

lr = V\(C^h (4) 
The coefficient (CMa)r], which is a complex number, is ob
tained from the existing codes [10, 11]. Now, introducing the 
following notations 

ke C 
= — . ~ =2fco„A, 

m m 

kDe 

K ' 

W ^ A I I 

= and /,. = lrR 
+ ilrI 

(5) 

Table 1 Rotor stage parameters 

Incompressible flow Supersonic flow 
Gld 1.0 0.8 

•q 0.429 0.5 
i 45deg 64.86 deg 

the governing differential equation (1) can be written as 
follows: 

x" + 2frnrx'+(l+td)u}2,rx-tdo)2
ry = x(u2lrRx 

+ 0}lr/X') 

Using the expressions for ke and kDe (Appendix I), 

oi2
nr = cog(l + 4(A:C/A:)sin2((3,./2)) 

and 
, B-G dampers 

(kG/k) 

l+4(A:C//c)sin2((3r/2) 

4(A:5/A:)sin2G8,/2) 

(6) 

(7) 

(8) 

l+4(A:C//f)sin2((3r/2) 
- ,B-B dampers 

where oi0
1=k/m (9) 

From (6), it can be seen in the absence of any mechanical 
damping ( f=y = 0) that flutter occurs when 

/ , />0 (10) 

In order to obtain the amplitude, A, and the frequency, w, 
associated with the steady-state solution, the nonlinear term, 
y, in (6) is expanded in a Fourier series and only the fun
damental terms are considered, i.e., 

y = aeio"-ibeiul (11) 

where the expressions for a and b are given in Appendix I. 
Substituting (2) and (11) into (6), 

-o2+2i{a+(l+td)-td(a-ib)/A = xo2(lrR+Uri) (12) 

where 

a=oi/oi„r (13) 

Separating real and imaginary parts in (12), 

2{a+tdb/A = x<J2lrI (14) 

and 

l-o2+td{l-a/A) = Xo2lrR (15) 

Substituting the expressions for a and b into (14) and (15), 

A 
(nR)e/kDe) 

-4td/iT±((4td/ir)2 + l6td/ir(2fr-xa2lr,)y 

and 

a2-

(4fff-2x<72/f/) 

1+Trf(0c-O.5sin20c)/Tr 

(16) 

(17) 
1 + XlrR 

Equations (16) and (17) are solved simultaneously to 
determine A and a in a tuned mode for various reduced 
velocities. 

Results for Incompressible Flow 

The rotor stage parameters required for the calculation of 
aerodynamic moments have been obtained from [12] and are 
listed in Table 1. The values of kC/k and kD/k, where kD is 
defined in Appendix I, are chosen to be 0.1 and 0.2, 
respectively, and are typical of those found in modern gas-
turbine engines. The slip distance, jxR/kD, which is a scale 
factor for the amplitude [1], is arbitrarily selected to be 0.5. 
The structural damping, f, has been set to zero and, therefore, 
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Fig. 7 Frequencies of steady-state solutions for a three-bladed disk 
with B-B dampers 

the mechanical damping in the rotor stage is assumed to be 
due to friction only. 

Steady-State Solutions. First, a three-bladed system is 
considered. The critical reduced velocity, (Ui)cr, which has 
been defined in Section 1, is found for the fir = 120 deg. The 
steady-state solutions due to friction dampers are obtained at 
reduced velocities greater than (U])cr. For B-B dampers, 
amplitudes and frequencies of steady-state solutions have 
been plotted against reduced velocity in Figs. 6 and 7, 
respectively. It can be seen that there is a maximum value of 
reduced velocity beyond which a steady-state solution does 
not exist in 120 deg tuned mode. At a reduced velocity less 
than (t / ,)m a x , the tuned modes with 0 deg and 240 deg in
terblade phase angles are found to be stable and there are two 
solutions in the unstable 120 deg tuned mode. The results 
from the analysis with constant negative damping [1, 2] show 
that the solution with lower amplitude is a stable limit cycle as 
long as the initial displacement is lower than the amplitude 
associated with the upper solution. The results for B-G 
dampers are similar to those for B-B dampers (Figs. 8 and 9). 
However, (l/i)max is lower for the system with B-G dampers 
because of the smaller value of e, defined in Appendix I, in the 
120 deg tuned mode. The higher the value of e, the greater the 
value of negative damping that can be stabilized [1]. 

It is observed that (£/,)„. and (£/i)max may correspond to 
modes having different interblade phase angles; for example, 
consider the results for the nine-bladed system with B-B 
dampers. The reduced velocity at which flutter occurs is the 
lowest for (3r = 80 deg, (Fig. 10). However, (t/Omax is found 
for the response in a 40 deg tuned mode because of the lower 
value of e. 

Lastly, note that upper and lower solutions occur at dif
ferent frequencies for a specified reduced velocity. Therefore, 
they do not correspond to the same fluid velocity, U. For a 

o 
3 

_J 
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Fig. 8 Amplitudes of steady-state solutions for a three-bladed disk 
with B-G dampers 
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Fig. 9 Frequencies of steady-state solutions for a three-bladed disk 
with B-G dampers 

fixed reduced velocity, the higher the frequency of oscillation, 
the greater the fluid velocity. 

Increase in Fluid Velocity. In order to estimate this in
crease in fluid velocity, the following two quantities must be 
evaluated: (a) the maximum fluid velocity, LVmax, for which a 
stable limit cycle exists, and (b) the critical velocity, Ucr, at 
which flutter occurs in the absence of friction dampers. 

The determination of Umm requires that (t/i)max be 
multiplied by a frequency. The value of this frequency is to be 
chosen such that 

Ux<{Ux)maUU^Umm (18) 

Condition (18) may be satisfied if the least possible value of 
frequency is chosen for £/, <( t / , )m a x . At a given reduced 
velocity, the natural frequency, ay, of the aeromechanical 
system with fully slipping (slip load = 0) dampers is a lower 
bound for the frequency of oscillation. From (6), 

Wf3=w/(.Ui,Pr) = 
d+x/^)1/2 (19) 

The values of £/, and /3r are chosen such that ay is 
minimized and [/_.„ is calculated as follows: 

Umax=(,Ul)rmxUed 

where 

(20) 

(21) <ae=mmw/(Ui,Pr) 

The critical fluid velocity, Ucr, is obtained as follows: 

U„= (UJcrUsd (22) 
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where u>s is the natural frequency of the aeromechanical 
system with fully stuck (slip load = oo) dampers at 
U\ =(^i)cr- Since u>s is the upper bound on the frequency of 
oscillation, a conservative estimate is obtained for the increase 
in fluid velocity, Umax - Ucr. 

From (20) and (22), a conservative estimate for the increase 
in fluid velocity as a percentage of critical velocity is 

'(tfl)n IV 1*100 . , . . . (23) 

The increase in fluid velocity due to both types of dampers 
has been estimated for three, six, nine, and twelve-bladed 
systems (Fig. 11). The lowest values of this increase in fluid 
velocity are 11% and 23% for B-B and B-G dampers, 
respectively. The interblade phase angles corresponding to 
(Ui)cr and (Ul)max are presented in Table 2. For three-bladed 
systems, the increase in fluid velocity is higher for the B-B 
dampers due to the higher value of e in the 120 deg tuned 
mode (Table 2). For six-bladed systems, the fluid velocity can 
be increased by the same amount for both the dampers 
because €B-B^B-G is equal to one in the 60 deg tuned mode. 
For nine and twelve blades, B-G dampers are more effective 
due to the higher value of e in the tuned mode corresponding 
to(£/,)max . 

Also, the effectiveness of dampers in terms of the per
centage increase in fluid velocity depends on the rate of 
change of effective negative damping, lr[, as a function of 
reduced velocity. For example, the effectiveness of B-B 
dampers for the six-bladed disk is greater than that for the 
three-bladed system in spite of the fact that e is lower for the 
60 deg tuned mode. 
Results for Supersonic Flow 

In practice, flow conditions are frequently supersonic and 
the number of blades is often much larger than twelve. To 

Table 2 Interblade phase angles corresponding to (Ut)cr and 

No. of 
blades 

3 
6 
9 

12 

Critical 
interblade 

Phase angle 
120 deg 
60 deg 
80 deg 
60 deg 

Interblade phase angles 
corresponding to (f/j )m a x 
For B-G For B-B 
dampers 
120 deg 
60 deg 
80 deg 
60 deg 

dampers 
120 deg 
60 deg 
40 deg 
30 deg 

^B-B^B-G 
0.42 
1.0 
1.78 
3.18 

explore this type of application, the influence of friction 
dampers on supersonic flutter is evaluated in the context of a 
28-bladed NASA rotor stage. As mentioned earlier, the 
aerodynamic moment on each blade is calculated using the 
code developed by Adamczyk and Goldstein [11]. The 
structural parameters for the rotor stage are listed in Table 1. 
The values of kC/k, kD/k and \xR/kD are the same as those 
used for incompressible flow. 

Three different regimes of flutter have been classified for 
supersonic flow depending on whether the acoustic distur
bance decays or propagates [9]. This classification of flutter 
regimes is governed by the values of /3rl and /3r2 which are 
calculated as follows: 

/3,.12 + 27m = 2 
1 M2 

M2 -sin£± 

M4 

( M 2 - i y 
s in 2 £-

M2 

M 2 - l . 
(24) 

The value of the integer, «, is chosen such that 
0 </3rl 2 < 2ir. Flutter is called supercritical if the flutter in
terblade phase angle, ft., lies inside 0rl and Bn. If Br <Brl or 
Br > Br2, the flutter is called subcritical. 

At different values of Mach number, (£/,)<.,. and (Ui)mli)l are 
evaluated for both types of friction dampers in a manner 
described in Section 3, Fig. 12. The interblade phase angles 
associated with (t/ ,)c r and (Ui)mm are found to be less than 
37r/14 in each case. Since B-G dampers are more effective for 
such small values of flutter interblade phase angle, (l/i)max 
for B-G dampers is greater than that for B-B dampers. The 
interblade phase angles for (Ui)mRX and (Ux)cr are also found 
to be less than Brl in all the cases. Therefore, they correspond 
to subcritical flutter. For ( [ / , ) „ < [ / ! <(t /1)m a x , various 
occurrences of supercritical flutter are encountered. B-G 
dampers are able to stabilize the system in all such cases of 
flutter. The impact of B-B dampers on supercritical flutter is 
not specifically investigated because of its greater ef
fectiveness in the higher interblade phase angle mode, i.e., the 
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fact that B-G dampers can stabilize the supercritical flutter 
implies that B-B dampers would also be able to do so. 

Lastly, the effectiveness of friction dampers in controlling 
flutter is evaluated in terms of possible increase in relative 
Mach number. First, an operating line which defines the 
lowest value of reduced frequency (1/t/ ,) for aeroelastic 
stability at any given Mach number is constructed by fixing 
the speed of sound and the blade's uncoupled torsional 
frequency [9] (Fig. 11). On the basis of numerical simulations 
presented in this paper, the flutter Mach number for the rotor 
stage is 1.2. With the introduction of B-B dampers, the Mach 
number can be increased only up to 1.34. On the other hand, 
the use of B-G friction dampers can allow the engine to 
operate at least up to M = 1.6. Thus, B-G dampers are 
significantly more effective in controlling supersonic tor
sional flutter in this 28-bladed disk. 

Conclusions 

At a reduced velocity greater than its critical value, there 
are two steady-state solutions in an unstable tuned mode (Fig. 
6). The lower solution is described as the stable limit cycle 
whereas the upper solution corresponds to a stability limit 
which if exceeded would result in an unbounded response. 
Also, there exists a maximum value of reduced velocity 
beyond which a friction damper is unable to stabilize the rotor 
stage. Using this maximum value of reduced velocity, a 
method has been developed to estimate the increase in the 
relative fluid velocity. The increase in the incompressible fluid 
velocity, presented in Fig. 11 as a percentage of critical 
velocity for three, six, nine, and twelve-bladed systems, is 
found to be greater than 11% and 23% for B-B and B-G 
dampers, respectively. The B-G dampers are more effective 
than B-B dampers if the aerodynamic instability occurs in 
tuned modes with interblade phase angle less than 60 deg. In 
addition to the interblade phase angles associated with 
aerodynamic instability the effectiveness of dampers also 
depends on the rate of change of negative damping as a 
function of reduced velocity. 

For the NASA rotor stage with 28 blades, the effectiveness 
of B-G dampers in controlling supersonic flutter is much 
higher than that of B-B dampers. It has been calculated that 
the use of B-G dampers can allow the engine to operate at 
Mach numbers up to 1.6 whereas without dampers the rotor 
stage would flutter at 1.2. 
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A P P E N D I X I 

(a) Expressions for parameters of Equivalent Single-
Degree-of-Freedom Model [2]. 

ke = k + 4A:Csin2 (13,./ 2) (.4-1) 

f4A:5sin2(/3,/2), for B-B dampers 
kDe = \ (A-2) 

\JcG, for B-G dampers 

f2/ii?sin(/3,./2), for B-B dampers 

\jiR, for B-G dampers 

CkB, for B-B dampers 
kD = I (,4-4) 

(JcG, for B-G dampers 

(b) Definition of e 

_ kDe 

ke+kDe 

(c) Expressions for Fourier coefficients in the expansion of 
the nonlinear term [1] 

a=,4[7r-0c+O.5sin20c.]/7r (/4-5) 

b = 4{\-\/A)/ir (,4-6) 

where 

•.-~-('-33f) 
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On the Importance of Shear 
Deformation, Rotatory Inertia, and 
Coriolis Forces in Turbine Blade 
Vibrations 
This paper is concerned with the significance of the effects of shear deformation, 
rotatory inertia, and Coriolis forces in the analysis of turbine blade vibrations. 
Since these are quite pronounced at the high frequency ranges encountered in 
turbine blade vibration problems, they should not be overlooked although their 
inclusion paves the way for a complicated nonlinear analysis. An approximate 
analysis technique is presented which involves an application of the stationary 
functional method using the normal modes of a discretized model. Numerical 
results for a typical blade are obtained and discussed. An advantage of this analysis 
as applied to a lumped parameter model is that nonlinear modes higher than the 
fundamental can also be easily computed and assessed. 

Introduction 

Failure of turbine blades often occurs as a result of 
sustained blade vibration at or near their natural frequencies. 
To prevent such failures, it is therefore necessary to be able to 
compute the natural frequencies theoretically during the 
process of design so that a suitable blade configuration can be 
achieved having resonant frequencies which are outside the 
frequency range of the exciting forces. However, because of 
the presence of such features as cross-sectional asymmetry, 
pretwist, taper, camber, and blade stagger, the analysis of 
turbine blade vibration which involves coupled bending-
bending-torsional motions becomes quite a complex un
dertaking. In addition, the high speeds of rotation pertinent to 
gas turbine blades generate sizable centrifugal forces which 
should not be overlooked. These complications are further 
enhanced when the Coriolis effect, which is a nonlinearity 
arising from blade rotation, is also included. 

Krupka and Baumanis [1] have shown that shear defor
mation and rotatory inertia terms tend to decrease the natural 
frequencies of vibration, their significance increasing with 
increase in frequency as well as rotational speed. They have 
found that at the high frequency ranges encountered in 
turbine blade design, the inclusion of these effects is quite 
important as it leads to changes of the order of 4 and 8 percent 
in the first and second natural frequencies, respectively. 
According to Bogdanoff [2], the exclusion of gyroscopic 
effects in problems dealing with the lower modes of propellers 
and helicopter rotor blades leads to satisfactory results, since 
these are long and slender. However, this is questionable for 
turbine and compressor blades which are blades of low aspect 
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ratio rotating at high speeds. Lo and Renbarger [3] have 
shown that the effect of the nonlinear coupling terms arising 
from Coriolis acceleration is negligible, but their discussion is 
restricted to small motions. Lo [4] arrived at the same con
clusion, but his analysis is limited to a beam that is rigid in 
bending everywhere except at the root where a spiral spring is 
used to connect the beam to the rotating disk. The plate 
analysis of Dokainish and Rawtani [5] is indeed useful for 
turbine blades, but it does not include the Coriolis effect. 
Lalanne et al. [6] and Trompette and Lalanne [7] have used 
finite element models to obtain stresses as well as natural 
frequencies and mode shapes of rotating turbine blades, but 
here again, the Coriolis effect has not been taken into ac
count. Carnegie [8] used a variational approach to derive the 
partial differential equations of motion of a pretwisted blade 
of uniform cross section mounted on the periphery of a 
rotating disk. His equations do include the effects of rotatory 
inertia, coupled bending-bending-torsion, and Coriolis forces 
but are complicated and, in general, unsolvable. Rao and 
Carnegie [9] considered a uniform, untwisted, rotating 
cantilevered blade of symmetric cross section vibrating in the 
plane of rotation, and after simplifying the problem con
siderably by ignoring the shear deformation and rotatory 
inertia effects, obtained the fundamental nonlinear mode 
shape by a continuous system approach. Using a lumped 
parameter model, Fu [10] transformed the Carnegie for
mulation into a set of recursion formulae suitable for digital 
computation and obtained the blade natural frequencies 
under various end conditions. However, his analysis considers 
neither the shear deformation nor the Coriolis effect. 
Swaminathan and Rao [11] obtained the first three natural 
frequencies of a rotating, pretwisted and tapered cantilevered 
blade but only after idealizing it as a beam of rectangular 
cross section and ignoring the effects of shear deformation 
and Coriolis forces. In this paper, the nonlinear problem of a 
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Fig. 1 Plan view of turbine blade 

rotating, tapered-twisted, nonuniform turbine blade of 
asymmetric airfoil cross section is treated and nonlinear 
vibration modes are derived by an application of the 
stationary functional method with the Coriolis force, shear 
deformation, and rotatory inertia contributions included in 
the analysis. Because the continuous system formulation of 
this problem [8] has proven to be intractable, a discrete system 
representation has been employed which, besides being 
convenient and practical, also leads to a reasonably accurate 
prediction of vibration frequencies for blades having sub
stantial pretwist even with a modest number of degrees of 
freedom [12]. 

Reference Ax is 

r b_ . r b r h rh_ ' 

Fig. 2 Side view of turbine blade 

Mathematical Model 

Figures 1 and 2 show two views of a nonuniform can-
tilevered turbine blade rotating with a constant angular 
velocity Q about the z axis. The blade is divided into a suitable 
number of sections not necessarily of equal length and the x 
axis shown which intersects the axis of rotation is selected as 
the reference axis. Each section has a mass center and prin
cipal axes of inertia to account for its mass properties. The 
projection of the mass center m-, on to the reference axis 
locates the /th mass station. The field between two adjacent 
mass stations is massless but has bending, shear, and tor
sional flexibilities. The tip of the mathematical model is at 
station 1, which is not actually the tip of the real blade. 
However, by making section 1 very short, one could bring the 
mathematical tip and the physical tip close together. Since 
turbine blades are quite stiff longitudinally, the axis of mass 
centers is assumed to be inextensional. Figure 3 shows a 

Nomenclature 

AjU) = /th component of the y'th normal mode 
vector for the linearized rotating 
turbine blade 

b,c = axes parallel to the principal axes of 
blade section 

A i, Bj, Cj = principal moments of inertia of the /th 
section at its mass center 

B,* = undetermined parameters in the 
"stationary functional" method 

Bx * = fundamental amplitude 
B2 * = second harmonic amplitude 

B, = blade static deflection 
Fy,Fz = amplitudes of exciting forces 

/ R = Reissner functional 
/,• = distance between station / and station 

/ + 1 
L = the Lagrangian function 

LR = dynamic Reissner functional 
m, = mass of /th section, mass center of /th 

section 
Mu) = generalized mass for the y'th normal 

mode of the linear rotating turbine 
blade 

Mx, My, Mj = amplitudes of exciting moments 
ns = number of mass stations on turbine 

blade 
P = average power over a cycle 

Qi = average nonconservative generalized 
force associated with Bt * 

rj — frequency ratio 
r a l > r a 2

 = amplitude ratios 
rb., rc. = distances of mass center m, from the 

reference axis in beamwise and 
chordwise directions 

/ = time 

T = kinetic energy of the rotating turbine 
blade 

V = potential energy of the rotating turbine 
blade 

Wnc = work done on system by non-
conservative forces 

Xj — distance of /th mass station from the z 
axis 

x, y, z = coordinate axes, coordinates of mass 
center /«,-

yhZj = displacements of /th mass station my 
and z directions 

Yju), Z,u ) = /th components of y'th chordwise and 
yth beamwise deflection vectors 

fl = blade angular velocity 
oij- = frequency of the exciting forces and 

moments 
o)(,-) = /th natural frequency of the linearized 

rotating turbine blade 
u> = nonlinear natural frequency of the 

linearized rotating turbine blade 
dj = angle of pretwist at the /th mass 

station 
</>,-, /3,-, \j/t = angular displacements of the /th 

section in the directions of the negative 
x, negative^, and positive z axes 

$ } / ) , ^ l 0 , $^ ' = /th components of the y'th torsional 
displacement vector, the y'th beamwise 
slope vector, and the y'th chordwise 
slope vector 

(j> = stationary functional 

Subscripts and Superscripts 

= average value taken over a cycle 
= differentiation with respect to time 

/ = tip of blade model 
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Fig. 3 Blade cross section at /th mass station 

typical blade cross section in which the b and c axes are 
parallel to the section principal axes. 

An important consideration relative to modeling of turbine 
blades is the number of segments to be taken for a particular 
application. This depends upon the number of natural modes 
needed. Calculations indicate that a total of six stations for 
the first natural mode and four more for each additional 
mode are adequate from the standpoint of accurate 
mathematical representation. However, even with a large 
number of segments, accuracy cannot be guaranteed in 
situations where the effects of shear deformation and rotatory 
inertia are ignored. This is especially true when natural modes 
of vibration higher than the fundamental are desired. 

Method of Analysis 

The nonuniform rotating turbine blade mathematically 
modeled as above is a nonlinear «-degree of freedom discrete 
system whose behavior is governed by differential equations 
of the form 

F,[D; Xi(0,x2(t) x „ ( 0 l / ] = 0 

( i = l , 2 ,n) (1) 

where D = d/dt, t is the independent variable and the x are 
system coordinates such as blade displacements and slopes. 
Under the assumption that blade displacement amplitudes are 
only moderately large and any deviation from the vibratory 
modes of the linearized blade is therefore small, the technique 
of analysis used involves considering an approximate har
monic solution to equation (1) in the form 

n 

xi(t)='£lAi<
j)B]smM ( / = 1 , 2 , . . . ,H) (2) 

where Ai
lJ) represents the /th component of they'th normal 

mode corresponding to the linearized system and the B* are 
arbitrary parameters to be determined as functions of the 
nonlinear natural frequency u. The assumed solution is then 
substituted into a functional </> and a system of n algebraic 
equations in B, * is obtained by setting 

d4>/dBf=0 ( /=1,2, . . . ,«) (3) 

This system of equations is solved for Bt*, determining the 
assumed approximate solution completely. An advantage 
with this approach is that the functions selected need not 
satisfy all the boundary conditions of the problem. 

Consider the functional 

U = P LEdt=\'2 (L+Wnc)dt (4) 

where L is the Lagrangian function and Wnc denotes the work 
done by the nonconservative forces acting on the blade such as 
time-dependent exciting forces, damping/friction forces, etc. 
By the extended Hamilton's principle, LE is stationary for a 
motion satisfying Newton's laws, assuming that the system is 
holonomic. Thus, 

fif 2 LEdt = 0 (5) 

The stationary value is actually a minimum and can be used as 
the stationary functional <j>. Equation (3) now yields 

dl/dBi*=-Qi ( /=1,2, . . . ,n) (6) 

where Q, is the average nonconservative generalized force 
corresponding to the generalized coordinate B* and L is the 
average Lagrangian. 

Another functional, among others, satisfying equation (6) 
is the "dynamic" Reissner functional 

LR = T - / R (7) 

where 7R is the Reissner functional as defined in [13, 14]. For 
a discrete turbine blade such as the one employed in this work 
however, the system potential energy V would be much easier 
to obtain than the Reissner functional 7R since the former can 
be readily generated in terms of the linear system natural 
frequencies and mode shapes which can be easily determined 
with the help of the many sophisticated linear blade vibration 
computer programs available in most organizations that must 
deal with rotating blades. In any event, whether V is used or 
JR, this approach presents a significant attraction in that good 
results can be achieved even with a small number of terms in 
the series of equation (2). 

Problem Formulation and Analysis 

Including the contribution due to the centrifugal force field, 
the total potential energy of the rotating turbine blade is 

v= o E ^M^B/hin'M (8) 
z j=i 

where o)U) represents they'th natural frequency of the linear 
rotating blade, and 

"s 
MU) = E [™,X°>2 +m,zy +{mi(ry*+rJ)+Al)*xp

2 

+ {B, sin2 0, + Cj cos2 fl,-)*^''2 

+ {B, cos2 Bj + Ci sin2 fl,)*^'2 

+ 2/n,-/-,. Y,« *XW + 2m,ry.Z,« *,<» 

+ 2(5,- - C,) sin 0; cos 0; * z <•» $yf» ] (9) 

is the associated generalized mass. Here, Y/U) is the /th 
component of the y'th chordwise deflection vector [ Y) U) for 
the linear rotating blade, Z , w is the /th component of they'th 
beamwise deflection vector (Zj u), $x

 u) is the /th com
ponent of they'th torsional displacement vector j * x ] w , * y . w 

is the /th component of the y'th beamwise slope vector ($y j w , 
and * j . w is the /th component of they'th chordwise slope vec
tor i*^)« . 

Since the potential energy of equation (8) is computed using 
the normal modes of the linear system, the contribution of the 
centrifugal force field acting on the blade is included in it. 
Therefore, this effect must be removed from the total kinetic 
energy of the turbine blade if a Lagrangian formulation is to 
be employed. However, all the nonlinear coupling terms due 
to rotation must be retained since the effect of these 
nonlinearities is to be investigated. The resulting expression 
for the turbine blade kinetic energy can be shown to be 

y= y E U{2Qy,- E 7y(^ + fl,/5;)-2ar,, E 

»s 

Jj(*;^ + 0j$j) + 2Qrz.0; X) h(tjh + PA) 
j = i+\ 
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+ )>}+ r% 4>f + 2y,rz.4>, + 2Qrz.Xj4>i-Qrz. j>, £ F„ 
j=i+i 

Ij(ti+t3}) + 2Qxiyj-Qyi £ lj(tf + Pj) + zf + 2ryi^z, 

+ r W] 
j = i+l 

+ Ai(j>f-2QI3i<i>i)+ B,(j,} sin20, + ft2 cos2B, 

+ 2fi^, sin20,+200,^,- sin 8-, cos 0,- + 2^/ft sin 0,- cos 0,-

+ 20/3,- sin 0, cos 0,- + 2fi/3,<£,- cos26,) +C,(i/-2 cos20; 

+ (3? sin2 0,- + 2O^, cos20,--2Q0,-^/ sin 0, cos 0, 

-2$,^t cos 0; sin 0,-20/3; sin 0,- cos 6, + 2fij3,>; sin20,) 

(10) 

where 0,-, j3,-, and ^ are the angular displacements of the /th 
blade section in the directions of the negative x, negative y, 
and positive z axes at the rth mass station, A,, Bn and C, are 
its principal moments of inertia about orthogonal axes at its 
mass center, ns denotes the total number of mass stations on 
the blade, and ry. and rz. are defined by 

-rc. cos dj+rb. sin 6, 

rz.=rc sin 0 , - r 6 cos 0,-
(11) 

Free Vibrations. Using only two terms for algebraic 
simplicity, turbine blade displacements can now be written 
down in terms of the arbitrary parameters Bj* and the linear 
normal modes as follows 

Zi= ^Z/^Bj sin jut, 
j=i 

ti=t*Zi
u)B* sin jut, (12) 

7=1 

y>= ^Y^BJ sin jut, 
7=1 

2 

<l>i='E%U)Btsiajut, 

7=1 

2 

7=1 

With the averaging done over one period, equation (6) will 
yield algebraic relationships for the first and second har
monics 73] * and B2 * in terms of the nonlinear frequency u, the 
rotational speed Q, and other blade parameters in the fun
damental nonlinear mode. 

Forced Vibrations. There are various forms [15] of blade 
excitation in a turbojet engine such as transmission of 
vibration through the fixings, fixed wake excitation, rotating 
stall cell excitation, and random type of excitation. Since any 
excitation F(t) can, in general, be broken up into a Fourier 
series of sine and cosine functions with fundamental period 
211 as follows 

oo Oo 

F(t) =F0 + 2^ F„c cos uft+ Y^ Fns sin nuft (13) 
fl = 1 II = 1 

where the coefficients Fnc and F,.s can be determined from 

n 
"/ F(t) cos nuft dt 
"/ 

(14) 

p ~ 
Uj_ 

n - I I A 
F(t) sin nuft dt 

a simple, yet representative, forced vibration problem will be 
formulated that is not too cumbersome algebraically with the 
following force and moment combination acting at the tip of 
the mathematical model: a force Fy sin ujt in the positive y 
direction, a force Fz sin ujt in the positive z direction, a 
twisting moment Mx sin ujt in the negative x direction, a 
bending moment My sin uft in the negative y direction, and a 
bending moment Mz sin u{t in the positives direction. 

A steady-state solution can be considered in the form of 
equations (12) in which u is now replaced by the frequency uf 

of the exciting forces and moments. With the assumed ex
citation, the average power taken over a cycle would be 

P=\ "*f [F^y.+F.bz.+MM, 

+ MM, +Mz5j,,} sin uft dt (15) 
where subscript / refers to the blade tip. Equating the ex
pression resulting from this to .E Q, 8 Bf, the average non-
conservative generalized forces Q\ and Q2 associated with 
73,* and B2*, respectively, can be derived. Substitution of 
these generalized forces into equation (6) will lead to two 
nonlinear algebraic relationships between the frequency ratio 
rf ( = Uf/um) and the amplitude ratios ral = [B*/B*s/] and 
rai = \B\IB\ ]. These will provide the nonlinear response of 
the turbine blade in its fundamental nonlinear mode. Here, 
B* is the blade static deflection obtained by setting Uf = 0 in 
equation (6) for / = 1. 

Assessment of Higher Nonlinear Modes 

Since, according to Rosenberg's theory [16], an infinite 
number of vibration modes are possible in nonlinear 
problems, it should be useful to investigate modes higher than 
the fundamental. If the first and second normal modes are 
replaced by the/>th and (p + l)th normal modes respectively, 
the pth nonlinear mode is obtained. Thus, by a mere in
terchange of linear normal modes, nonlinear modes higher 
than the fundamental can be readily generated and assessed. 
With this advantage made available with blade discretization, 
turbine blade dynamic behavior in the vicinity of the linear 
resonant frequencies can be predicted and evaluated quite 
elaborately. 

Numerical Results and Discussion 

The numerical example attempted is that of a short and 
stubby turbine blade 9 cm long mounted on a disk of radius 26 
cm. The blade is made of steel and its mean cross-sectional 
area and cross-sectional moment of inertia are 0.8 cm2 and 
0.06 cm4 respectively. The blade is represented by seven mass 
stations and six sections and vibration is restricted to the plane 
of rotation with 2000N as the amplitude of the harmonic 
exciting force. The mathematical model data used to generate 

Field 

1 
2 
3 
4 
5 
6 
7 

Masses (kg) 

0.009842 
0.009842 
0.009842 
0.009842 
0.009842 
0.0101574 

0 

Table 1 Mathematical model data for blade 
Rotatory inertias (106 kg-m2) 

0.0714284 
0.0714284 
0.0714284 
0.0714284 
0.0714284 
0.0728380 
0.0371240 

Field length (cm) 

1.52 
1.52 
1.52 
1.52 
1.55 
0.79 
-

X; (cm) 

34.80 
33.27 
31.75 
30.23 
28.70 
27.15 
26.37 
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Frequency Ratio ^ (%} 

Fig. 4 Variation of natural frequency with first harmonic amplitude in 
fundamental nonlinear mode 

Frequency Ratio ^ (%} 

Fig. 5 Variation of natural frequency with second harmonic amplitude 
In fundamental nonlinear mode 

the numerical results are given in Table 1. Nonlinear vibration 
modes are obtained for two speeds of rotation, namely 3700 
rpm and 10,800 rpm, by the technique presented, utilizing 
normal modes and linear natural frequencies computed by the 
Myklestad method [17-20]. The results generated are shown 
in Figs. 4-7. 

The nonlinear frequency versus amplitude curves for this 
problem are shown in Figs. 4 and 5. While the free vibration 
curve for the linearized blade will be a straight line, the curves 
sketched indicate that the amplitudes B* and BJ become 
rather large when the nonlinear frequency is different from 
the fundamental natural frequency of the linearized system. 
Also, since the amplitudes decrease with the frequency, the 
nonlinearities have the same effect as that of a soft spring in 
free vibration. 

The response curves plotted in Figs. 6 and 7 show linear 
system response and first and second harmonics in the fun
damental and second nonlinear modes. Regions of instability 
are marked. From these curves, the following effects are 
noted: (1) The form of the first-harmonic curves in both 
modes is essentially similar to that of the linearized system 
with small damping. However, the curves bend over to the 
right as in the case of a hard-spring Duffing system in which 
the spring becomes stiffer with increasing amplitudes. (2) 
Amplitudes at resonance which are infinitely large in the case 
of the linearized system with no damping have been curtailed 
by the presence of the nonlinearities. The rounding off of the 
resonance peaks is due to the velocity-dependent terms in the 
differential equations of motion of the problem. In the 
vicinity of the linear natural frequency, the effect of these 
terms has been the same as that of the presence of damping on 
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10 J 

10 
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2nd Harmonic 
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O O3700 RPM 

, ' _ — , 1 0 8 0 0 FIRM 

Branches EG and 
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Frequency Ratio, r( 

Fig. 6 Blade response in first nonlinear mode 

Fig. 7 
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Frequency Ratio, r( 

Blade response in second nonlinear mode 

• Mass Stn. 1 (Tip) 

• Mass Stn. 6 

0 ,00 0 .0005 0 .0010 0 .0015 0 .0020 0 .0025 

Time, seconds 

Fig. 8 Time history of blade displacements 

linear system response. This is to be expected and only 
reasonable since some damping will always be present in any 
physical system. (3) The first harmonic becomes more 
nonlinear with increase in rotational speed. (4) The small 
amplitudes of the second harmonic for rf < 1 may be at
tributed to the nonlinear terms which have had an effect 
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similar to that of small damping on the amplitudes of 
superharmonic vibration of a nonlinear system. 

A blade displacement time history is presented in Fig. 8 for 
the case where the driving frequncy is equal to the fun
damental natural frequency of the linearized system. The 
extremum blade tip displacements, which, for the linearized 
system, would normally be very large in real life and infinite 
in theory, are, in this case, only a fraction of the blade length. 
It is known that in a nonlinear system, a response is possible 
at a frequency other than the driving frequency. In general, a 
component of considerable magnitude will occur at a 
frequency near the linear resonant frequency although other 
additional components at multiples as well as submultiples of 
the linear resonant frequency may also be present. However, 
when the driving frequency is the same as the linear fun
damental frequency, the first harmonic normally tends to 
dominate. This is confirmed by Fig. 8. 

Concluding Remarks 

The nonlinear problem of a rotating, tapered-twisted 
turbine blade of asymmetric airfoil cross section undergoing 
coupled bending-bending-torsion-type vibrations has been 
attempted. Numerical results for a short and stubby steel 
blade have been generated which include the effects of 
Coriolis forces as well as shear deformation and rotatory 
inertia. Advantages afforded with discretization are: (1) 
Accurate modeling of real blades can be obtained. (2) Shear 
deformation and rotatory inertia effects can be included with 
ease. (3) Nonlinear modes other than the fundamental can be 
generated and evaluated. The analysis results indicate that the 
nonlinearity due to Coriolis forces in combination with the 
shear deformation and rotatory inertia terms is significant at 
the high rotational speeds that turbine blades are subjected to 
and should not therefore be ignored. The analysis presented 
suggests a viable means of handling the problem. 

Recommendations for Further Study 

The following ideas may constitute additional contributions 
to the general problem of turbine blade vibration: (1) Relax 
the restriction of an inextensional motion of the mass center 
axis. (2) Consider end conditions other than cantilevered. (3) 
Investigate the effect of a nonlinear stress-strain curve for the 
material of the blade. (4) Since turbine blades have a low 
aspect ratio, it should be interesting to solve the nonlinear 
problem by modeling the blade as a rotating cantilevered plate 
using finite elements. Comparisons with present work should 
be of use. 
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An Iwatsubo-Based Solution for 
Labyrinth Seals: Comparison to 
Experimental Results1 

The basic equations are derived for compressible flow in a labyrinth seal. The flow 
is assumed to be completely turbulent in the circumferential direction where the 
friction factor is determined by the Blasius relation. Linearized zeroth and first-
order perturbation equations are developed for small motion about a centered 
position by an expansion in the eccentricity ratio. The zeroth-order pressure 
distribution is found by satisfying the leakage equation while the circumferential 
velocity distribution is determined by satisfying the momentum equation. The first-
order equations are solved by a separation of variable solution. Integration of the 
resultant pressure distribution along and around the seal defines the reaction force 
developed by the seal and the corresponding dynamic coefficients. The results of 
this analysis are compared to published test results. 

Introduction 
The problem of self-excited vibration in turbomachinery 

due to labyrinth seals has led to the development of many 
analyses which attempt to model the physical phenomenon so 
that the problem can be better understood and therefore 
solved. The shortcoming with the analyses which have been 
presented to date is that they are difficult to understand and 
require limiting assumptions such as ignoring the area 
derivative in the circumferential direction, assuming that the 
friction factor is the same for all surfaces, and assuming that 
the flow coefficient is constant along the seal. These 
assumptions may be of some use mathematically, but do very 
little for the understanding of the physical occurrence. The 
first steps toward analysis of this problem were taken by 
Alford [1], who neglected circumferential flow, and Spiirk 
et al. [2], who neglected rotation of the shaft. Vance and 
Murphy [3] extended the Alford analysis by introducing a 
more realistic assumption of choked flow. Kostyuk [4] 
performed the first comprehensive analysis, but failed to 
include the change in area due to eccentricity which is 
responsible for the relationship between cross-coupled forces 
and parallel rotor displacements. Iwatsubo [5, 6] refined the 
Kostyuk model by including the time dependency of area 
change, but he neglected the area derivative in the cir
cumferential direction. Kurohashi [7] incorporated depen
dency of the flow coefficient on eccentricity into his analysis, 
but assumed that the circumferential velocity in each cavity 
was the same. 

The analysis presented here includes the variation of the 
area in the circumferential direction due to eccentricity and 
incorporates as many of the physical phenomena in the flow 
field as was thought necessary to produce an adequate result. 

cr 

Rs 

I 
j 

Fig. 1 A typical cavity 
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Fig. 2 Cavity control volume 

The main purpose of this paper is to present a unified and 
comprehensive derivation of a reduced set of equations and a 
new solution format for those equations. The results of this 
analysis are compared with the published test results of 
Wachter and Benckert [8, 9, 10], 

Procedure 
The analysis presented here is developed for the see-through 

type of labyrinth seal shown in Fig. 1. The continuity and 
momentum equations will be derived for a single cavity 
control volume as shown in Figs. 2, 3, 4, and 5. A leakage 
model will be employed to account for the axial leakage. The 
governing equations will be linearized using perturbation 
analysis for small motion about a centered position. The 
zero-th-order continuity and momentum equations will be 
solved to determine the steady-state pressure and velocity for 
each cavity. The first-order continuity and momentum 
equations will be reduced to linearly independent algebraic 
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. av, d6 mi+1 

Fig. 3 Cavity control volume 

equations by assuming an elliptical orbit for the shaft and a 
corresponding harmonic response for the pressure and 
velocity perturbations. The force and force coefficients for 
the seal are found by integration of the first-order pressure 
perturbation along and around the shaft. 

Assumptions 

1 Fluid is considered to be an ideal gas. 
2 Pressure variations within a chamber are small compared 

to the pressure difference across a seal strip. 
3 The frequency of acoustic resonance in the cavity is much 

higher than that of the rotor speed. 
4 Added mass terms are neglected. 
5 The eccentricity of the rotor is small compared to the 

radial seal clearance. 
6 In the determination of the shear stresses in the cir

cumferential direction, the axial component of velocity is 
neglected. 

7 The contribution of shear stress to the stiffness and 
damping coefficients is neglected. 

8 Constant temperature. 

Governing Equations 

Continuity Equation. Referring to the control volume in 
Figs. 2 and 3, the continuity equation for the control volume 
shown is: 

d /, 

Rs 
i + mi+1 - m,• = 0 (1) 

(^i-)M>) _ L i Rs de 

P,A, 

UJ 

Fig. 4 Forces on control volume 

+ S9 2 

(".•M^-t: 

Fig. 5 Forces on control volume 

where the transverse surface area At is defined by; 

Ai=(Bi+Hi+Bi+]+Hi+l)Li/2 

HHIH 
" + i>9 2 

— Rsde 

1 
1. 

(l.fl) 

Momentum Equation. The momentum equation (2) is 
derived using Figs. 4 and 5 which show the pressure forces and 
shear stresses acting on the control volume. This equation 
includes the area derivative in the circumferential direction, 
which was neglected by Iwatsubo [5,6]. 

dpVjA, 2pViAi dVf pV? dAi V,A, dp 

W~ Rs dJ ^ T ~~dd Rs ~dd 

+ ml+lVi-miVi_] 
A; 8Pi 

Rs do 

where ar and as are the dimensionless length upon which the 
shear stresses act and are defined for teeth on rotor by 

aSj = l ari=(2Bi+Li)/Lh 

and for teeth on the stator by 

N o m e n c l a t u r e 

A, = 

B, = 

C = 
Cr = 

D„ = 

H = 
K = 
L = 

NT = 
NC=NT~\ = 

P = 
R = 

Rs = 
T = 

Rsw = 
V, = 

a,b = 

ar = 

cross-sectional area of the cavity (Z**2); 
defined in equation (1 .a) 
height of labyrinth seal strip (X); defined 
in Fig. 1 
direct damping coefficient (Ft/L) 
nominal radial clearance (L); defined in 
Fig. 1 
hydraulic diameter of cavity (L); in
troduced in equation (3) 
local radial clearance (L) 
direct stiffness coefficient (F/L) 
pitch of seal strips (L); defined in Fig. 1 
number of seal strips 
number of cavities 
pressure {F/L**2) 
gas constant 
radius of seal (L); defined in Fig. 1 
temperature (T) 
surface velocity of rotor {Lit) 
average velocity of flow in cir
cumferential direction (Lit) 
radial seal displacement components due 
to elliptical whirl (L); defined in equation 
(13) 
dimensionless length upon which shear 
stress acts on rotor 
dimensionless length upon which shear 
stress acts on stator 

c = cross-coupled damping coefficient 
(Ft/L); in equation (18) 

k = cross-coupled stiffness coefficient (F/L); 
in equation (18) 

m = leakage mass flow rate per cir
cumferential length (M/Lt) 

mr, nr, ms, ns = coefficients for Blasius relation for 
friction factor; defined in equation (3) 

/ = time (t) 
co = shaft angular velocity (1//) 
p = density of fluid (M/L**3) 
v — kinematic viscosity (L**2/t) 
e = e/Cr = eccentricity ratio 
7 = ratio of specific heats 
7T = 3.141592 

KQ = dimensionless cross-coupled stiffness 
parameter; defined in equations (27) 

i?0* = dimensionless entry swirl parameter; 
defined in equations (27) 

Subscripts 

0 = zeroth-order component 
/ = z'-th chamber value 
1 = first-order component 
x = Jf-direction 
y = y-direction 
r = reservoir value 
s = sump value 
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asi={2B,+Li)/Li ar-, = \ 

Blasius [11] determined that the shear stresses for turbulent 
flow in a smooth pipe could be written as 

1 , / UmDh \ "w 

where Urn is the mean flow velocity relative to the surface 
upon which the shear stress is acting. The constants mo and 
no can be empirically determined for a given surface from 
pressure flow experiments. However, for smooth surfaces the 
coefficients given by Yamada [12] for turbulent flow between 
annular surfaces are: 

mo = -0 .25 no = 0.079 

Applying Blasius' equation to the labyrinth rotor and stator 
surfaces yields the following definitions for the rotor and 
stator shear stresses 

o: , r \Rw-Vj\Dhi-\"" 
T„- = y ( * u - K , . ) 2 i w [ - ! '-\ sgn(Ru-V,) 

K2 

••Pi-^-ns m sgn(Vi) (3) 

(4) 

2 L v 

where Dh, is the hydraulic diameter defined by 

2 ( / / , + £ , ) L , 
Dh, = 

(Hi + Bi+L,) 
Separate parameters (ms, ns), (mr, nr) for the stator and 

rotor, respectively, account for different rotor and stator 
roughnesses. 

If equation (1) times the circumferential velocity is now 
subtracted from equation (2), the following reduced form of 
the momentum equation is obtained: 

dt Rsad 

~A> dP-
Rs ad (5) 

In order to reduce the numbers of variables, all of the 
density terms are replaced with pressure terms using the ideal 
gas law. 

P, = P,RT (6) 
Furthermore, in order to make the perturbation analysis 

easier, the following substitution is made in the continuity 
equation,: . , . , 

mi+l - w , = — 
2m0 

where m0 is the steady-state mass flow rate. 

Leakage Equation. To account for the leakage mass flow 
rate in the continuity and momentum equations, the leakage 
model of Neumann [13] was chosen. This model predicts 
leakage and pressures fairly accurately and has a term to 
account for kinetic-energy carryover. However, the empirical 
flow coefficient relations given by Neumann were discarded in 
favor of the equations of Chaplygin [14] for flow through an 
orifice. This was done to produce a different flow coefficient 
for succeeding contractions along the seal as has been shown 
to be the case by Egli [15]. The form of the model is: 

ihi-V-uViHj 
Pf-i-Pf 

RT 
(7) 

where the kinetic-energy carryover coefficient \ir is defined 
for straight through seals as: 

1X2 = 
NT 

(1 -j)NT+j 

where 

j=l-(l + 16.6Cr/L)~2 

and is unity, by definition, for interlocking and combination 
groove seals. The flow coefficient is defined as: 

/*// = where s "(¥) - 1 
7T+2-55,+2i' /

2 

For choked flow, Fliegner's formula [16] will be used for 
the last seal strip. It is of the form: 

0.510fi2 
mNC = • HK, 

RT 
(8) 

Perturbation Analysis 

For cavity /, the continuity equation (1), momentum 
equation (5), and leakage equation (7) are the governing 
equations for the variables Vh Ph m,. A perturbation 
analysis of these equations is to be developed with the ec
centricity ratio, e = e/Cr, selected to be the perturbation 
parameter. The governing equations are expanded in the 
perturbation variables 

P^Pu + ePu H, = &, + &! 

V^Voi + eV,, A,=A0 + eKH, 

where e = e/Cr is the eccentricity ratio. The zeroth-order 
equations define the leakage mass flow rate and the cir
cumferential velocity distribution for a centered position. The 
first-order equations define the perturbations in pressure and 
circumferential velocity due to a radial position perturbation 
of the rotor. Strictly speaking, the results are only valid for 
small motion about a centered position. 

Zeroth-Order Solution. The zeroth-order leakage equation 
is 

mi + \=mi = ma (9) 
and is used to determine both the leakage rate mQ and pressure 
distribution for a centered position. The leakage rate is 
determined using either equation (7) or equation (8), de
pending on the operating conditions. To determine whether 
the flow is choked or not, assume that the pressure in the last 
cavity is equal to the critical pressure for choking. Using this 
pressure, find the leakage from equation (8) and then use 
equation (7) to determine the reservoir pressure necessary to 
produce this condition. Based on this pressure, a deter
mination can be made whether the flow is choked or not. The 
associated pressure distribution is determined by employing 
the calculated leakage, along with a known boundary 
pressure, and solving equation (7) sequentially for each cavity 
pressure P0j. 

The zeroth-order circumferential-momentum equation is 

m0 (V0i - V0i_ |) = (Tri0ari - T^as^L,-; 

/ = 1 , 2 , . . .NC, (10) 

From calculated pressures, the densities can be calculated at 
each cavity from equation (6), and the only unknowns 
remaining in equation (10) are the circumferential velocities 
Voi. Given an inlet tangential velocity, a Newton-root-finding 
approach can be used to solve equation (10) for the ;-th 
velocity, one cavity at a time. This is done starting at the first 
cavity and working downstream. 

First-Order Solution. The governing first-order equations 
(11, 12) define the pressure and velocity fluctuations resulting 
from the seal clearance function. The continuity equation (11) 
and momentum equation (12) follow. 

Gir 

dP,. 

dt 
•+GU 

Rs dd 
+ G,, PQJ dVu 

Rs dd 
+ Gi(Pu 

-G4/Pi,_| +G5iP]i+1 = ~G6iHj-G2i 
8H, 
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! 1 

Rs dd 

Xu-
dV 1/ XuVai dV„ +Ao, dPti 

dt ' Rs 86 Rs dd 

K„-_] +X3lPli+X4lPli_1 = X5iH, 

(11) 

(12) 

where the X/'s and G,'s are defined in Appendix A. If the 
shaft center moves in an elliptical orbit, then the seal 
clearance function can be defined as: 

eH{ = - a coswt cosd — b smwt sinB (13) 

[cos(0-ut) + cos(0 + wt)] - [cos(0 —o>/) 

-cos(6 + oit)] 

The pressure and velocity fluctuations can now be stated in 
the associated solution format: 

Pu=P^cos(6 + wt) +P+sin(0 + wO +P~icos(6-oit) 

+Pjsm(B-ut) (14) 

Vli=V+icos(d + oit) + V$sm(6 + wt) + V-cos(6-ut) 

+ Vsism(6-wt) (15) 

Substituting equations (13), (14), and (15) into equations 
(11) and (12) and grouping like terms of sines and cosines (as 
shown in Appendix B) eliminates the time and theta depen
dency and yields eight linear algebraic equations per cavity. 
The resulting system of equations of the i-th cavity is of the 
form: 

K--,](*,-_,) + [Ai\(X,) + [A, + 1](X: + 1) 

= - (B,)+ - (C,) 
e. e. 

(16) 

where 

\Xj-\ ) = (Psi- 1 > Pci- I > "si- I > ' c i - 1 > 'si- 1 ' 

(X) = (P^ P+ P~ P~ K+ K+ V~ V~)T 

\'v t ) \ J sn i en * sn en r si > r en r sn r ci i 

\Xj+ 1) = (Psi+ 1 i •Pr i+ 1 ' *si+ 1 ' Pci+ 1 > ^ s / + 1 > 

r a+l > K r ;+ 1 > K J / + 1 / 

The 4̂ matrices and column vectors B and C are given in 
Appendix B. To use equation (16) for the entire seal solution, 
a system matrix must be formed which is block tridiagonal in 
the A matrices. The size of this resultant matrix is (87VC x 
8NC) since pressure and velocity perturbations at the inlet and 
the exit are assumed to be zero. This system is easily solved by 
various linear equation algorithms, and yields a solution of 
the form: a 

v-= — F 
I L ' 

e 

+ 

P« = 
b 

i H Fbsi 
e 

P+= —F+ + 
* ci £ act ' 

e 

P~= —F~ + 
A ci * act ' 

e 

•Fi 

(17) 

Determination of Dynamic Coefficient 

The force-motion equations for a labyrinth seal are 
assumed to be of the form: 

The solution of equation (18) for the stiffness and damping 

J I STATOR !• 
.0055m \-~- ,008m-"-I 

Fig. 6 Configuration used for experiment 

NT - A 
U - 0 , 0 

P - 1 , 0 1 b a r 

T= 300K 

* - 1 - 1,13 b a r 
x - P r = 1,23 b a r 
o - P r - 1,47 b a r 

Fig. 7 Comparison to data of [8] for seal in Fig. 6 

coefficients is the objective of the current analysis. For the 
assumed elliptical orbit of equation (13), the X and Y com
ponents of displacement and velocity are defined as: 

X= a cosut X= — aw smut 

Y= b s'mwt Y= bw coswt 

Substituting these relations into (18) yields: 

+FX = —Ka coswt — kb smwt + Caw smwt — cbw coswt 

+FV = — ka coswt—Kb smwt—cawsinwt — Cbw coswt 

Redefining the forces, Fx and Fy, as the following: 

Fx =FXC coswt+FXS smut 

Fy =Fyc coswt+Fys smut 

(19) 

(20) 

and substituting back into (19) yields the following relations: 

— Fxc = Ka + cbw — Fxs = — Caw + kb 

-Fvc = ka + Cbw — Fvs = Kb + caw (21) 

The X and Y components of force can be found by integrating 
the pressure around the seal as follows: 

"C ( .2* 

; _ t » U 

cos0 dd 

" C f 2 , 
Fy=RstL* PuLiSinddd 

(22) 

(23) 

Only one of these components needs to be expanded in 
order to determine the dynamic coefficients. For this analysis, 
the X component was chosen. Substituting equation (14) into 
(22) and integrating yields: 

NC 

Fx= -eirRs]2 Lil(ps1 ~Psi) smut+ (P^ + Pc/) cosut] (24) 
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* - P = 1.23 bar 
1.47 bar 

P"= 1.96 bar 

Fig. 8 Comparison to data of [8] for seal in Fig. 6 

NT = 13 
U - 0.0 
Ps - 1.01 bar 

T=300K 

Pr - 1.23 bar 
P - 1.96 bar 
Pr - 3.43 bar 

Fig. 9 Comparison to data of [8] for seal in Fig. 6 

Substituting from equation (17) and (19) into equation (24) 
and equating coefficients of sinco/ and cosut yields: 

NC 

Fx,= -irRsJ^Li[a(F^-F-i) + b(Ftsi-F»si)] 
( = i 

NC 

F _ = - * _ £ _ , - [ _ ( F + , + F ^ ) +b(FZd+F;ci)] (25) 

Equating the definitions for Fxs and Fxc provided by 
equations (21) and (25) and grouping like terms of the linearly 
independent coefficients a and b yields the final solutions to 
the stiffness and damping coefficients: 

NC 

K=*RY,(F:ci+Fmi)Li 

NC 

k=irR^(.FSsi-FEsi)Ll 

(̂  _ _______ ^ [Fasi — t asj)L, j 

*Rs ^ 

uses the following 

Solution Procedure Summary 

In review, the solution procedure 
sequential steps: 

(a) Leakage is determined from equation (7) or (8). 
(b) Pressure distribution is found using equation (7). 
(c) Velocity distribution is determined using equation 

(10). 
(d) A system equation is formed and solved using the 

cavity equation (16). 
(e) Results of this solution, as defined in equations (17), 

are inserted into equation (26). 

Results 
To compare the present analytic solution with the ex

perimental results of Wachter and Benckert [8, 9, 10], the 
following dimensionless parameters are introduced. The 
dimensionless cross-coupled stiffness and entry-swirl 
parameters are defined by Wachter and Benckert as: 

CrKxy 0.5p0K0
2 

K*n= - . ES=— _ , ° „ , (27) 
RsLNC(Pr-Ps) (Pr-Ps)+0.5PoV,2 

(26) 

All of the results presented for comparison in this paper are 
for a seal with teeth on the stator, with entry swirl, and no 
shaft rotation. Although Wachter and Benckert published 
results for shaft rotation, the data for the operating con
ditions and seal geometry were insufficient for use in this 
study. The results in Figs. 7, 8, and 9 are from [8] and show 
the relationship between cross-coupled stiffness and the entry 
swirl, for a seal with strips on the stator and the geometry 
shown in Fig. 6. The line shown is the experimental result and 
the symbols are the results from this analytical model. These 
figures show that the model compares favorably to the ex
perimental results in magnitude and the overall trend for 
various operating conditions. The figures also show that the 
model does not yield a consistently high or low result. Instead, 
the model tends to overpredict the value of the stiffness for a 
large number of strips and underpredict stiffness for a small 
number of seals. This trend is probably due to errors in 
calculating the zeroth-order pressure distribution using the 
leakage model. 

The results in Table 1 are from [9, 10] for a seal with strips 
on the stator. The results show the effect of change in seal 
parameters such as pitch, number of teeth, radius, strip 
height, and clearance on the cross-coupled stiffness. The 
model accurately shows the increase in cross-coupled stiffness 
due to decrease in clearance and decrease in strip height, but it 
fails to remain constant for change of pitch and consistently 
overestimates the cross-coupled stiffness for the larger radius 
cases by about 26%. The data in Table 2 are also from [9, 10] 
and show the results for full labyrinths. The comparison is 
very poor. 

Conclusion 

A clear and understandable analysis utilizing reduced 
equations has been presented for the problem of calculating 
rotordynamic coefficients for labyrinth seals. This paper was 
developed to provide a less restrictive analysis and a better 
explanation of the current analyses. The model developed 
gives results that are within 25% of the experimental results 
which are available. However, this error must be balanced 
against the known uncertainties in the experimental data. This 
is especially important since all of the data used are for a 
nonrotating shaft and the only influence on the cross-coupled 
stiffness was the entry swirl. Although Wachter and Benckert 
published data for a rotating shaft, the data were not suf
ficient to calculate a result. Also, the only data available for 
see-through labyrinths is for the type with strips on the stator. 
For a more rigorous test of this and other models, more 
complete data are required over a wider range of parameters 
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Table 1 Comparison of data for various geometries operating conditions for a seal with teeth on the 
stator and no shaft rotation [9, 10] 

E0* 
0.023 
0.024 
0.038 
0.018 
0.04 
0.04 
0.04 
0.04 

U 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

NT 

18 
18 
18 
18 
18 
18 
9 
9 

Cr(m) 

.00025 

.00025 

.00025 

.00025 

.00058 

.00058 

.00058 

.00058 

L(m) 

.005 

.005 

.005 

.005 

.005 

.005 

.010 

.010 

B(m) 

.0025 

.0025 

.006 

.006 

.006 

.006 

.006 

.006 

Rs(m) 

0.15 
0.15 
0.15 
0.15 
0.075 
0.075 
0.075 
0.075 

Pr(bar) 

2.947 
1.43 
2.947 
1.43 
1.925 
2.418 
1.925 
2.418 

Ps(bar) 

0.943 
0.943 
0.943 
0.943 
0.943 
0.943 
0.943 
0.943 

EXP. 
Kxy(N/mm) 

257 
75 

157 
27 
29 
41 
29 
41 

CALC. 
Kxy(N/mm) 

233 
69 

142 
26 
20 
28 
16 
23 

% 
Error 

+ 9 
+ 8 
+ 10 
- 4 
- 3 1 
- 3 2 
- 4 5 
- 4 4 

Table 2 Comparison of data for full labyrinth [9,10] 

Rs 
m m 

L 
mm 

Cr N T W 
rpm 

Vo 
m / s 

P r / P s k(meas.) 
N / n 

k (ca lc ) 
N / m 

%Er r 

150 
150 
150 
150 

5.50 
5.50 
5.50 
5.50 

4.00 
4.00 
4.00 
4.00 

.500 

.500 

.500 

.500 

18 
24 
24 
24 

9550 
9550 
9485 
9550 

43.2 
40.0 
66.1 
47.1 

1.51 
1.51 
0.79 
1.51 

1.97 E5 
2.89 E5 
2.63 E5 
2.95 E5 

0.19 E5 
0.38 E5 
0.31 E5 
0.44 E5 

942 
660 
756 
570 

for different seal geometries. Finally, this analysis is only 
considered valid for the see-through type of labyrinth seal 
since the model fared very poorly in comparison with ex
perimental results for interlocking seal data. 
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Aj Matrix 
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73,3 = G ! 
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Rs 
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Ai + 1 Matrix 
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Separation of the Continuity and Momentum Equations and 
Definition of the System Matrix Elements 
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cos(0 + w f ) : G 1 / P ; j ( « + ^ ) + G 1 ( ^ K + 
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Effects of Fluid Inertia and 
Turbulence on the Force 
Coefficients for Squeeze Film 
Dampers 
The effects of fluid inertia and turbulence on the force coefficients of squeeze film 
dampers are investigated analytically. Both the convective and the temporal terms 
are included in the analysis of inertia effects. The analysis of turbulence is based on 
friction coefficients currently found in the literature for Poiseuilleflow. The effect 
of fluid inertia on the magnitude of the radial direct inertia coefficient (i.e., to 
produce an apparent "added mass" at small eccentricity ratios, due to the temporal 
terms) is found to be completely reversed at large eccentricity ratios. The reversal is 
due entirely to the inclusion of the convective inertia terms in the analysis. Tur
bulence is found to produce a large effect on the direct damping coefficient at high 
eccentricity ratios. For the long or sealed squeeze film damper at high eccentricity 
ratios, the damping prediction with turbulence included is an order of magnitude 
higher than the laminar solution. 

Introduction 
Squeeze film dampers (SFD) are designed to have a 

stabilizing effect on the rotordynamics of turbomachinery. 
This has generally been accomplished by using the Reynolds 
effect in a thin oil film around a bearing to produce a 
predictable damping coefficient. The increase in size and 
speed of modern turbomachinery using light-viscosity oils has 
brought the need to include fluid inertia effects in the design 
analysis. Sparked by the recent pioneering work of Tichy 
[1-4], researchers are now extending the lubrication theory 
into the range where the Reynolds (slow flow) assumption is 
no longer applicable. 

At least for some simple geometries and motions, the fluid 
inertia effects have been shown to be quite significant. 

To the rotordynamicist fluid film forces and dynamic 
coefficients are more important than velocity or pressure 
fields. Analytical [2-7] and numerical [5, 6] approaches have 
been developed for calculating the damping and inertia 
coefficients, assuming motions of small amplitude a about an 
equilibrium point. In this case, it can be shown that the 
convective inertial terms may be neglected in the equations of 
motion, since they are of order a2 while the temporal terms 
are of order a. In all these analyses, the trend of the damping 
and inertia coefficients is to increase as the static eccentricity 
ratio increases, a fact that has been shown to be true in 
practice. 

However, for large excursions of the journal center about 
its centered position the full inertial term should be retained in 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 30th International Gas Turbine 
Conference and Exhibit, Houston, Texas, March 18-21, 1985. Manuscript 
received at ASME Headquarters, January 16, 1985. Paper No. 85-GT-191. 

the momentum equations. The temptation to neglect con
vective terms in order to simplify and linearize the problem is 
no longer justifiable even for very simple cases such as the 
long or short bearing solutions. For example, [9] recently 
presented numerical calculations for the dynamic coefficients 
of an SFD performing circular orbits (CCO) about the center 
of the bearing housing. Using the same approach as in [5], the 
convective inertia effects were neglected, so the coefficients 
have the characteristic form described above. This behavior 
of the fluid film forces will be shown to be in error even for 
moderate eccentricities and totally incorrect at large orbit 
amplitudes. Furthermore, in [9] the direct damping and 
inertia coefficients for the cavitated SFD were found to be 1/2 
the value of the full film case and independent of the inertia 
parameters of the fluid. This appears unreasonable since if 
cavitation is allowed, the extent of the region where the film is 
broken will be influenced by the magnitude of the inertial 
forces. Our purpose in the present analysis will be to deter
mine the dynamic coefficients taking into account the full 
inertial terms for simple geometries in order to understand 
better the action of viscous and inertial forces in an SFD. 

The inclusion of inertia complicates the problem in a SFD, 
and turbulence effects make the problem even more involved. 
Unlike the journal bearing case where a considerable amount 
of analytical and experimental work has been done, tur
bulence in squeeze film dampers remains rather obscure due 
to the lack of experimental data or a good understanding of 
the mechanics of squeezing flows. Nelson [11] used the em
pirical friction coefficient for pure Poiseuille flows in an 
attempt to include turbulent effects for the long SFD case. No 
satisfactory results were obtained since the fluid apparent 
viscosity was used to calculate the empirical friction factor for 
the flow. 
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T-biut 

Fig. 1 Squeeze film damper geometry and coordinate systems 

Tichy [4] suggests that turbulent flow in SFD's will occur at 
higher Reynolds numbers than for Poiseuille flows, i.e., Rep 
> 2000. This assertion seems reasonable since the velocity 
field in a SFD is constantly changing and adjusts itself to the 
normal motion of the boundary, thus making the flow more 
stable. It also seems reasonable that transition from laminar 
to turbulent regions should be smooth in order to satisfy 
continuity of the flow. All these considerations make the 
problem more untractable and point out the urgent need of 
experimental data. In the meantime, it will prove helpful to 
use the empirical correlations currently found in the literature 
and thus obtain upper bounds for the forces and dynamic 
coefficients when turbulence is present in the flow. 

Statement of the Problem 

Figure 1 shows the geometry of the SFD system. The 
equations of motion for the flow in the annular region be
tween a whirling nonrotating inner cylinder and its bearing 
housing are stated in a moving coordinate frame. Appendix A 
contains the details of the integration of the motion equations 
across the lubricant film, to finally obtain in dimensionless 
form: 

Ref d d 

i- Hk at 
30 

+ Ar„, 

Kil^+k^=-Hk{b/L)1%+^ 
Teg° + MQt=0 

(i) 

(2) 

(3) 

N o m e n c l a t u r e 

,h( J(( 

__ a = inner cylinder radius 
ar = -t = dimensionless journal center radial ac

celeration 
b = outer cylinder radius 

Crl,C„ = dimensionless damping coefficients in (r, t) 
directions due to tangential velocity V, 

Cr,,C„ = damping coefficients = {Crl, C„) */xA:Z-/53 

Drr,D,r = dimensionless inertia coefficients in (r, t) 
direction due to normal acceleration dr 

Drr,Dlr = inertia coefficients = (Drr,D,r) * jxkL/b7,co 
e = circular centered orbit radius 

frifi — dimensionless fluid film force in (r, t) 
direction 

/fl./f = inertial wall shear stress functions 
H = 1 + ecosf? = dimensionless film thickness 
h = bhH = film thickness 

momentum integrals over the film thickness 
k = geometry parameter = (Lib)2 for short SFD 

assumption, 1 for others 
kg,k( = parameters depending on the nature of the 

flow 
L = squeeze film damper length 
p = pressure 
p = p52/(ko)fi) = dimensionless pressure 

qg,q^ = dimensionless local flow rates in (9, 5) 
direction 

Re = o>52b2/v = squeeze Reynolds number 

Re 
Rep = -j[(qe+H)2 + (L/bcii)

2]"2 

= Poiseuille flow Reynolds number 
u = fluid relative velocity along lubricant film 

u* = absolute fluid velocity along lubricant film = 
u + bw 

u = u/bo) = dimensionless fluid velocity 

um = \ udt) = mean fluid 

velocity along lubricant film 
v = fluid velocity across lubricant film 
v = v/bboi = dimensionless fluid velocity 

V, = e = dimensionless journal center tangential 
velocity 

w = fluid velocity in the axial direction 
w = w/Loi = dimensionless axial velocity 

- J : wdrj = mean fluid 

/ 
(x,y,z) 

(x,y,z)* 
a1 .c2 .a3 

7 

r 

5 
e 

A T 9 , , A T { , 

P 

V 

T 

Subscripts 
0 
/' 

velocity in axial direction 
frequency of damper motion 
time 
moving coordinate system 
fixed coordinate system 
coefficients eventually depending on Re for 
turbulent motion 
dH/dd = film thickness gradient along 
circumferential direction 
Y(u„2) = dimensionless inertia function for 
long SFD assumption 
(b — a)/b = clearance ratio 
elbh = dimensionless circular orbit radius, 
eccentricity radius 
dimensionless coordinates = (x/b,y/h,z/L) 
wall shear stress difference in (6, £) direction 
fluid density 
fluid viscosity 
fi/p = kinematic viscosity 
toi = dimensionless time 

inertialess or purely viscous 
inertial 
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This system of equations must be solved with appropriate 
boundary conditions for the flow rates (qe, q^) and the 
pressure p. Analytical solutions to the problem are extremely 
difficult since the exact form of the wall shear stress dif
ference (AT9 , , A T ^ ) is unknown and some assumption 
regarding their functional form becomes necessary. 
Presumably, the problem may be solved numerically on a 
computer with its full tridimensional complexity, but such an 
effort may prove to be unnecessarily costly or even im
practical. 

As a first approximation to a practical solution of the 
problem, we assume that for the laminar region, and even in 
the presence of turbulent effects, the shear stresses at the walls 
may be written as: 

AT„, 
(qe+H) 

-kg ^ — + R e / e H2 

A T { , = - * £ 
It 
H2 + Re/ i 

(4fl) 

(4b) 

The approximate form of the functions kg, k^ft, a n d / ? 

will be discussed later in the analysis. Note also that in 
equations (4) we have included an explicit contribution of 
inertia to the wall shear stresses. 

Once a solution to the system of equations (1) to (3) has 
been obtained the fluid film forces acting on the inner cylinder 
are calculated by integration of the pressure distribution over 
the flow region. For rotordynamics applications, the forces 
are expressed in terms of damping and inertia coefficients. Let 
(fr, /,) be the radial (along the centerline of both cylinders) 
and tangential dimensionless fluid film forces, and given by: 

f r = } R P C 0 S dR=-CrlV,-Drrdr 

' - J . p sin 6 dR = — C„ V, —Dlrar 

(5a) 

(5b) 

R=10<8S2TT, 0 < £ < 1 ) 

In equations (5), V,, ar are the dimensionless journal center 
tangential velocity and radial acceleration, respectively; and 
(Crl, C„), (Dn,Dtr) are the dimensionless damping and 
inertia coefficients. The dimensional counterparts of these 
coefficients are given by the relations: 

tikL 

<53 

„ ukL - „ 
C = - C D = 

'J S3 </' V D„ (6) 

Our interest is to obtain approximate solutions to the 
uncavitated case, and present the dynamic coefficients with 
inertia and turbulence effects accounted for in the flow. This 
is a necessary step preliminary to any more refined analysis, 
since it will contribute to a better understanding of the 
problem. We will treat the laminar and turbulent solutions for 
the long and short SFD's separately. No cavitation is con
sidered in the flow region. This last assumption is unrealistic 
for some cases, but permits us to do a first treatment of the 
fluid film forces with inertia and turbulence included, and will 
be accurate for high supply pressures. Furthermore, the direct 
effects of fluid inertia and turbulence will be isolated from the 
indirect effect caused by changes in the region of cavitation. 

Laminar Flow Solutions 

Long Bearing Assumption. In this section we assume that 
the cylinders are infinite in extent, or that very tight end seals 
are placed at the ends of the SFD, or that the axial flow q^ is 
negligible. We are left with the equation: 

<7s 

dd 

= umH 

i / 3 (qe+H) 

(7) 

(8) 

Long SFDCCCO) Laminar s o l u t i o n 

K, eqn. C9-a), f . - 0 , 1 = 1 . 2 j I 
Bi eqn. (9-b>, Re<l | _ _ ' 
C. eqn, (9-c>. Re>»l ] " " ? r 

Di eqn. <9-o>. f, «=gOm j / ! 

Moan V e l o c i t y Urn 

Fig. 2 Function V (Om2) indicating magnitude of inertia term in 
pressure equation for infinitely long SFD 

dpi 
36 35 H 

-£f = ™T- , [ -7 + 35aJM,„2] + 
H 

(9a) 

p=p0 + Repi 

Here we have divided the pressure into two parts so that p, 
contains explicitly the influence of inertia. The purpose here is 
not to claim universality of the assumption employed and 
which is questionable to all lights for Re > 1, but rather to 
show for asymptotic values of the Reynolds number the 
pressure field and force coefficients due solely to the effect of 
fluid inertia. 

In analyzing the effects of fluid inertia for the long and 
short SFD's, we have applied a perturbation technique to 
solve the velocity field as well as the pressure distribution by 
expanding the solution in powers of the Reynolds number Re. 
The solutions so obtained have shown consistently that the 
term associated with Re1 is of 0(10"' , 10~2) and that of Re2 

is of 0(Re - 2 , Re~4) while the zero-th order term (inertialess 
solution) is of 0(1) for small to moderate and large orbit radii 
respectively. This fortunate behavior of the inertial correc
tions makes it valid for large Re of order (101). It is not 
unusual to find that equations have been successful beyond 
the limits of their original derivation. 

For small Reynolds numbers, Re < 1, Brindley [7] and the 
first author [10] have found that kg = 12 as in the usual 
lubrication approximation, and that the inertial pressure 
gradient is given by: 

dpi 
dd 35H 

[ - 6 + 6 u„, + 54 uj] (9 b) 

For large Reynolds numbers, assuming that the flow 
remains stable and laminar, the inviscid pressure gradient is 
given as: 

dpi 
dd 

7 
H u„ (9c) 

It should be remarked that for inviscid flow, the viscous 
pressure field vanishes and the pressure should be redefined as 
p = Rep*. 

Equation (9c) is different from the result presented by 
Tichy in [4], apparently due to an error in the boundary 
conditions used for the inviscid flow region. 
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Table 1 Direct inertia coefficient Drr for the long squeeze 
film damper 

Long SFDCCCO) Laminar oolution-2pi filn 

Definitions: 

Re 

small Re « 1 

large Re — °° 

moderate 

moderate 
ft) from equat 

/3 

r, 

on 

temporal effects 
only, Re « 1 

= ( l - e 

= 2/3/b: 

(12) 

r 2 = (/3-l)/ f
2 

D~/Re 

— rjr 2(i+2/3/6)+9r,] 
35 

27rr , 
14TT 

— [r2 + 6r,] 

14TT 
[ r 2 + 6.5714285 T,] 

— 6ir 
- y - r 2 [ 4 + r,6] 

( i . i ) 

(1.2) 

(1.3) 

(1.4) 

(1.5) 

(1.6) 

For both extreme values of the inertial parameter Re, the 
dimensionless flow rate q0 is unaffected by inertia and is 
equal to 

2(e 2 - l ) 
Qt = „ , , ; (10) 

(2 + e2) 

In order to make a quantitative comparison of equations 
(9a-c) we let 

T, H op, 

7 00 
(11) 

be a function that indicates the magnitude of the inertia term 
in the pressure equation. 

Figure 2 shows equations (9a-c); curves A represents (9a) 
with /„ = 0, a, = 1.2, curves B and C, equations (9b-c), 
respectively. 

A brief look at Fig. 2 shows the surprisingly similar 
behavior of the flow for the large range of Re considered. The 
actual value of T for moderate Reynolds numbers will lie 
between curves A and B; and curve D shows the best fitting 
line between the A and B curves from which we select the 
inertial contribution to the wall shear stress difference as: 

fe ± iL 
35 7 H2 (12) 

Thus we assume that for moderate Reynolds numbers, the 
wall shear stress difference is approximately given by: 

ATS„ = - 12 -z hRe — y—r-

°" H2 35 ' H2 
(13) 

With these considerations, the pressure field for the flow 
can be determined, and from this, the dynamic coefficients. 
As previously stated, only the uncavitated SFD is treated here 
so that the effect of inertia on the fluid film forces can be 
clearly isolated. Otherwise, the extent of the cavitated region 
depends on the Reynolds number and the dynamic coef
ficients must be determined numerically for each change in 
the inertia parameter. 

Integration of equations (8) and (9), subject to the con
tinuity condition for the pressure field, is relatively easy and is 
given in [8]. The dynamic coefficients for the long SFD with 
laminar flow come to be: 

Lrl — L)ir— U, C /? — 
24TT 

(2 + e2)(l-e2Y 
(14) 

Note that the direct damping coefficient C„ is the same as 
in the inertialess solution. Analytical expressions for the direct 
inertia coefficient Drr are given in Table 1. Figure 3 shows a 
comparison of this coefficient for the different cases con-

At Ro«l . oqn. (1.2) 
Bi RO>>1. gqn. (1.3) 
Ci nodorato Ra . aqn. (1.4) 
Dt aodsrote RQ , aqn. (1. 5) 
Ei temporal gffscts only 

aqn (1.6) 

e c c Q n t r i c i t y ( o r b i t r o d i u s ) 

Fig. 3 Direct inertia coefficient D^/Re for circular centered orbits: 
laminar flow; long SFD assumption 

Short SFDCCCO) Laminar ao lut ion-2pi f i l m 

Ai R«<1 . oqn. (2. 3) 
B. R B » 1 . aqn. (2. <> 
Ci nodarate Re . aqn. (2. 5> 
Dt uodaratB Re . eqn. (2. B) 
Ei temporal affects only 

aqn. (2.7) 

Q C C Q n t r i c i t y ( o r b i t r a d i u s ) 

Fig. 4 Direct inertia coefficient D„/Re for circular centered orbits: 
laminar flow; short SFD assumption 

sidered. The behavior of the inertia coefficient Drr divided by 
Re is surprisingly similar for the large range of Reynolds 
number considered. The largest difference occurs at small and 
large eccentricities but is never more than 20% (between Re = 
0 and Re = oo). The rapid decrease of the inertia coefficient 
as the eccentricity ratio grows larger appears to contradict the 
recent results presented in [9]. The reason for the discrepancy 
is that in the MTI study only temporal effects were accounted 
for in the equation of motion while here both the convective 
and temporal inertia terms are retained. The upper dashed 
curve in Fig. 3 shows the inertia coefficient when only the 
temporal effects are included. 

Short Bearing Assumption. In this section we assume that 
the SFD has small LID ratios, the ends are open to the at-
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Table 2 Direct inertia coefficient Dn 

film damper 

D^/Re=-r[C 1 +C 2 ( |3- l ) ] 
Definitions: /3 = ( l - e 2 ) l / 2 

for the short squeeze Long SFD(CCO) T u r b u l e n t 2p i f i l n 

r= 
T T ( J 3 - 1) 

Re 

small Re « 1 
large Re » 1 
moderate 
f( = 0 
moderate 
/ { from equation (19) 
temporal effects 
only, Re « 1 

1.2 
1.0 
1.0 

1.1 

1.2 

102/35 
2.0 
2.4 

2(1.2 + 4/35) 

0 

(2.3) 
(2.4) 
(2.5) 

(2.6) 

(2.7) 

mosphere, and for simplicity we also assume that no high 
externally induced axial flow is present in the damper. The 
reason for the latter assumption is to avoid pressure boundary 
conditions which would require the explicit presence of the 
inertial parameter Re. As is current practice for the short 
journal bearing analysis, the circumferential flow is assumed 
to be negligible. We set k = (L/b)2 in equations (1) to (3) and 
get the following set of equations: 

q, = -H (15) 

a? = 7 

H = -kt H2 

dp, _ , dq% a, 3 ., 

if T*
 {^ 

(16) 

(17) 

(18fl) 

The axial inertial pressure gradient obtained for small Re 
using a regular perturbation solution in Re is given by Tichy 
[3] as: 

H 
dp. 

= 1.2 
dqt 51 3 

^ (<?f2) (ISb) 
3£ ae 35// 3£ 

Assuming the flow remains stable and laminar, for large Re 
the inviscid pressure gradient is given by: 

rdpi _ dq( 

3£ 30 H 3£ f (18c) 

From a quantitative comparison of equation (18«-c), for 
moderate Reynolds numbers we select the inertial con
tribution to the wall shear stress difference to be: 

/ f = - (^ 2 )+^ 
1 dqt (19) 

35// 3? ^K ' 10 30 
Thus, we assume that the wall shear stress difference for the 

short SFD approximation is given by: 

AT,=-k Qi (<7f
2) + 

i_dqj. 
10 86 

(20) 
H2 35/ / 3? 

With these considerations, equations (17) and (18a-c) are 
integrated to obtain the pressure field. For the full film 
assumption, the dynamic coefficients come to be: 

Crl=Dlr=0, C„ = 
(1- e2)3/2 

(21) 

Note that the direct damping coefficient C„ is the same as 
in the inertialess solution. Analytical expressions for the direct 
inertia coefficient Drr are given in Table 2. For the different 
cases considered, Fig. 4 shows the inertia coefficient Drr 

divided by Re as a function of the eccentricity. As in the long 
SFD case, the form of the inertia coefficient is surprisingly 

eccentricity (orbit radius) 

Fig. 5 Direct damping coefficient Cff for circular centered orbits: long 
SFD assumption; turbulent flow solution 

Long SFDCCCO) T u r b u l a n t 2p i f i l r r 

Reynolds Number Re 

Fig. 6 Direct damping coefficient CK for circular centered orbits: long 
SFD assumption; turbulent flow solution 

similar for the large range of squeeze Reynolds numbers 
considered. Note the tremendous influence that the convective 
inertial terms have on the coefficient when compared to the 
dashed curve which is based only in the inclusion of temporal 
effects on the equation of motion. Thus, analyses based on 
small perturbation about an equilibrium point are in large 
error compared to the exact solution, if the orbit radius is 
large. 

Turbulent Flow Solutions 

The inclusion of turbulence effects into the flow com
plicates the problem enormously. Although the mechanism of 
turbulence for fully developed Couette and Poiseuille flows 
has been studied extensively, both analytically and ex-
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Long SFDCCCO) Turbulont 2pi film Short SFDCCCO) Turbulont 2pi film 

L/D •= .25 
c/R =. 001 

/ y 

Re - 50 

/ Re - 20 
/ / 

/ Re = 10 

/ / Re - 4 
/ / / Re = 1 

/ / / Re » 0 

eccentricity (orbit radius) 

Fig. 7 Direct inertia coefficient DrrIRe for circular centered orbits: 
long SFD assumption; turbulent flow solution 

eccentricity Corbit radius) 

Fig. 8 Direct damping coefficient C (, for circular centered orbits: 
short SFD assumption; turbulent flow solution 

perimentally, and many contributions to the analysis of flow 
in narrow channels have been given in the past years; the 
mechanics of squeezing flows are far more complicated. The 
subject still remains obscure due to the complete absence of 
theoretical-empirical formulation and the lack of ex
perimental results. 

Undaunted, we assume that the coefficients k, 
used in turbulent flow in a SFD are given by: 

and fcj to be 

/t{=Are = 12 + 0.005 Rep 

where 

Re 
Rep= — *l(qe+H2)+(L/b)2q(

2V/2 

(22) 

(23) 

is the Poiseuille Reynolds number currently found in the 
literature. 

Relation (22) was obtained as the best fitting curve between 
the experimental correlation given by Hirs [12] and the 
analytical results based on the mixing length theory given by 
Elrod and Ng [13]. Here we have assumed that the transition 
from the laminar to turbulent regions in a SFD must be 
smooth in order to insure continuity of the flow. 

The assumed expressions may be far away from the actual 
expressions which should be obtained from experimental 
results. However, we have chosen them in the absence of 
better empirical formulations, and the results obtained will 
prove to be upper bounds of the actual forces and dynamic 
coefficients. 

Long Journal-Bearing Assumption. As in the section on 
long bearing assumption, the axial flow is neglected and the 
pressure gradient field is given by: 

dp / Re , \ 
_ = - ( , 2 + 0.005TUf+9fl) 

(H + qe) 

H3 (24) 

+ -
Re 7 

~35~7T 
- 7 + 46-

qe = qe(.e,Ke,8) (25) 
Note that we have assumed that f0 given in (12) prevails 

even in the turbulent regime. A very simple computer code 
was written to obtain the pressure field. Using numerical 

integration, the dynamic coefficients were calculated for an 
uncavitated SFD with a clearance ratio 5 = 0.001. 

Figure 5 shows the direct damping coefficient Ca as a 
function of the eccentricity ratio for different Re, and Fig. 6 
depicts the same coefficient as a function of the Reynolds 
number for different orbit radius e. From the figures it is 
evident that turbulence has a large effect on the damping 
coefficient, and consequently on the tangential force. This is 
due to the increase in the apparent viscosity of the fluid as the 
inertia parameter grows. 

Figure 7 shows the direct inertia coefficient Drr/Re for 
various orbit radius; the pattern of the curves is the same as in 
Fig. 3 for moderate Reynolds numbers. It is clearly seen that 
the effect of turbulence is to increase the coefficient, 
especially at large whirling orbits, which is due to the increase 
in flow rate qe as e grows in order to satisfy continuity of the 
pressure field. 

A comparison of the results given in Figs. 5 and 7 shows 
that the ratio D„lCn is less than 1/10 for all eccentricities and 
Reynolds numbers considered; this may be an important 
result since it implies that the tangential force will be larger 
than the purely inertial radial force. 

Short Journal-Bearing Assumption. For the short SFD 
assumption, the axial pressure gradient equation comes to be: 

dp / Re 
— =- (12 + 0.005 —(L/b)\q%\ 0 - ^ 

/ H3 

(26) 

Re 
+ — 

H 

11 dqk 44 d 
<?f

2] 

it 
dl = -y (27) 

Assuming that there is no high axial flow externally induced 
into the SFD, the flow q^ remains unchanged from the 
inertialess solution. Equations (26) and (27) are amenable to 
closed form integration, the details of the same are omitted 
for brevity; it is found that the direct inertia coefficient D„ is 
the same as given in equation (2) of Table 2. 

Figure 8 shows the direct damping coefficient C„ as a 
function of the eccentricity ratio for different values of the 

Journal of Engineering for Gas Turbines and Power APRIL 1986, Vol. 108/337 

Downloaded 01 Jun 2010 to 171.66.16.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Short SFDCCCO) Turbulent 2pi film 
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Fig. 9 Direct damping coefficient C,| for circular centered orbits: 
short SFD assumption; turbulent flow solution 

squeeze Reynolds number Re, and Fig. 9 shows the same 
coefficient as a function of Re for various values of the orbit 
radius e. All calculations were made for an uncavitated SFD 
with a clearance ratio of 5 = 0.001, and an LID ratio equal to 
0.25. From the figures a significant influence of turbulence on 
the damping coefficient is seen. As expected, the larger the 
Reynolds number, the larger the dynamic coefficient and 
consequently the tangential force increases proportionally. 
Once again, this effect is due to the increase in the apparent 
viscosity of the fluid as the inertia parameter grows. 

Summary 

The present paper has considered the influence of inertia 
and turbulence on the flow in the annular region between a 
whirling damper journal, describing circular centered orbits, 
and its bearing. After an analysis of the fluid-flow equation 
for the problem, the usual assumptions considering the length 
of the SFD are made to obtain the classical long and short 
journal-bearing approximations. 

The region of flow was assumed to be continuous, i.e., no 
cavitation was allowed in the fluid. This allowed a clear 
analysis of the effect of inertia and turbulence on the fluid 
film forces and the dynamic coefficients. The laminar 
solution showed the importance of the inclusion of convective 
inertia terms in the equations of motion. The resulting 
reversal of the "added mass effect" makes it clear that 
numerical or analytical approaches that calculate the dynamic 
coefficients for large motion amplitudes in base to small 
perturbations about an equilibrium point may be largely in 
error. 

In the absence of empirical coefficients for the turbulent 
motion in squeezing flows, a friction coefficient based on the 
Poiseuille analysis of Hirs and Elrod and Ng was used. This 
may be modified by experimental results in the future, since 
the transition from laminar to turbulent motion may turn out 
to appear at larger Reynolds numbers than here considered. 
As suggested in [4], the values here presented should be 
considered as upper bounds for the actual dynamic coef
ficients and as qualitative indicators of the influence of 
turbulence on the flow. If these bounds are even approached 
by the real case, turbulence will be found to have a large effect 
on the direct damping coefficient for squeeze film dampers. 

The present analysis should prove to be a stepping stone for 
future developments that will consider SFD's of finite extent 
and also the influence of inertia in the boundary conditions of 
the flow. 
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A P P E N D I X A 

Coordinate System and Equations of Motion 
Consider two circular cylinders of radii a and b ( > a) and 

assume that the center of the smaller cylinder rotates with 
constant angular velocity co in a circle of radius e about the 
center of the larger one. The condition that the cylinders do 
not touch is: 

0 < e < l (A.l) 

where 5= —— « 1 , e= — (A.2) 
b (b-a) 

Here 5 and t are the clearance and eccentricity ratios, 
respectively. 

The first characteristic of the geometry of lubricant films 
that permits simplification of the problem is that the thickness 
of the lubricant film, h, is very small compared to its length or 
to its radius of curvature. As consequences of this the 
following assumptions are made [8]: 

1 The effects of the curvature of the film are negligible. 
2 The variation of the pressure across the film is small and 

may be neglected. 
3 The rate of change of any velocity component along the 

film is small when compared to the rate of change of 
this same velocity component across the film and can be 
neglected. 

In accordance with assumption (1), we can prescribe a fixed 
orthogonal cartesian coordinate frame {xf)3,= , in the plane 
of the lubricant film. See Fig. 1, where the v* axis is in the 
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direction of the minimum film dimension. A moving or
thogonal coordinate frame {x, j3

/ = 1 translating with velocity 
T = boi with respect to (x*\ 3,-=, and its x axis perpendicular to 
the line joining the centers of both cylinders is introduced, and 
it can be shown that the flow will be steady to an observer 
moving with the j x,j 3

/= i frame. 
The following dimensionless coordinates are introduced: 

b ' k L V = 
y_ 
h 

T=t(jO, r = — =e+T 
b 

(A.3) 

(A.4) where/; = b8H(6),H(d) = 1 + e costf 

is the lubricant film thickness at location 6. 
Dimensionless velocity components in the two coordinate 

frames are defined as: 

V = =V, 
8bo) 

w* u 
w * = — -w, u= — (A.5) 

W * = W + 1 

The pressure and the shear stresses are made dimensionless 
according to 

. (p-pa)82 , , rxv jTV 

P= * " ' , ^ = - ^ T . r^=—SL-(b/L) (A.6) 

and k = 1 for long-bearing assumption 

k = {Lib)2 for short-bearing assumption (A.7) 

With these considerations, the momentum and continuity 
equations for the tridimensional flow expressed in the moving 
coordinate system are: 

Re 
bit2 1 d , yu" d ~) 

-r)yu2]+ - ^ j - + — {uw)\ 

-k 
dp_ 
dd 

H 

1 d 

7/3^ 

d 

Tg„ (A.8) 

Re + 
I a? 

where y = 

1 

H 

du 

a 
dr] 

= • 

+ 

• [wv — riyivu] + 

-k 

1 

~H 

d///30 and 

( ! ) • 

drj 

Re = 

2 3p 

-177"] 

co52 

uw 

1 
-1 

H 

yu 
+ — 

,2 

a 
"ae 

a 
9r; 

+ -

1 v 

Tiv 

dw 

9§ 

(A.9) 

= 0 (A. 10) 

(A. 11) 

is the squeeze Reynolds number. 

The boundary conditions appropriate for the flow are: 

at ri = 0 ii= -\,v = w = 0 

r /=l u= -l,v=-y, w = 0 (A. 12) 

(note that we have neglected the velocity comonent due to the 
motion of the surface 77 = 1 in the 8 direction since it is of 
order S). 

The pressure must satisfy appropriate conditions at the 
ends of the SFD and must be single valued and periodic in the 
circumferential direction, i.e. 

dp 

de de=o (A. 13) 

Equations (A.8) to (A. 10) are integrated across the film to 
obtain: 

( d d -) dp 

HaeI"+T*I«r-kHle+AT< 

2 dp_ 
+ ATV 

(A. 14) 

(A. 15) 

(A. 16) 
de ° a? 

where qg and <7{ are the dimensionless local flow rates in the 6 
and £ directions, 

q0=H\ udt)=H u„ 

qi=H\ wdi)=H w„ 

(A. 17a) 

(A.176) 

and the /.-/'s are defined as: 

IU=H J o " ' " ' dr) (A. 18) 

To proceed, further assumptions about the velocity 
distribution should be made. To this end we assume that the 
shape of the velocity field is not greatly affected by inertia, 
and we let the velocity momentum integrals in (A. 18) be given 
by 

Iee = axq
2
0/H+ 0.4 qB + 0.2 H 

Ioi=a2qeqi/H+0.2qi (A. 19) 

Iki=aiq\lH 

For the type of flow considered, the range of variation of 
the coefficients (a ,J 3

/ = 1 is between 1.2 and 1.0 for small 
Reynolds numbers and large Reynolds numbers, respectively; 
thus it may be assumed that averaged values will suffice to 
obtain meaningful results. 
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A Model for the Prediction of 
Thermal, Prompt, and Fuel N0X 

Emissions From Combustion 
Turbines 
A model has been developed for the prediction of NOx emissions from combustion 
turbines. Thermal, prompt, and fuel NO are all treated and are all assumed to be 
formed at a stoichiometric equivalence ratio. Prompt and fuel NO are assumed to 
be fast with respect to thermal NO and establish a finite concentration of NO at the 
beginning of the thermal NO formation process. Thermal NO is calculated via the 
extended Zeldovich mechanism; a thermal NO formation time is determined from 
the ratio of flame length to convective velocity within the combustor. Prompt NO is 
assumed to be formed from the hydrocarbon chemistry and is related to the 
equilibrium concentration of NO rather than to O-atom overshoot. Fuel NO is 
calculated assuming an indispensible intermediate in the formation mechanism and 
a constant Fenimore a parameter for combustion turbine flames. The model em
ploys equilibrium hydrocarbon chemistry; the flame temperature and con
centrations of key species are determined in an equilibrium subroutine. The effects 
of water or steam injection and ambient humidity are included through their impact 
on the flame temperature and species concentrations. The model has been applied to 
can-type combustors and its accuracy has been verified by data on high and low 
nitrogen fuels with and without water injection, and on combustors of different 
geometry. The treatment of all three mechanisms of NO formation is unique to this 
model and permits prediction of emissions for the range of conventional and 
alternative fuels encountered in industrial combustion turbines. 

Introduction 

The oxides of nitrogen (NOx) have been recognized as 
important atmospheric pollutants for the past fifteen years. 
During this period, emissions limits have been legislated and 
much effort has been devoted to understanding the 
mechanisms of NOx formation and developing technology for 
emissions abatement. Three important formation mechanisms 
have been identified (thermal, prompt, and fuel NO) and each 
has its own characteristics. 

The chemical and physical processes determining the rate of 
NOx formation in combustors are: (/) atomization and 
vaporization of liquid fuel, (;7) turbulent mixing of fuel, air 
and combustion products, (/';';') chemical kinetics of fuel 
oxidation, and (iv) chemical kinetics of NO formation [1]. 
These complex processes and their interactions are not yet 
fully understood. 

When the fuel is gaseous, atomization and vaporization are 
not involved. However, when the fuel is liquid, spray 
dynamics and evaporation can influence NOx emissions. If 
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the droplets are far apart, they burn as individuals, each 
surrounded by its own envelope flame. If they are close 
together, which is commonly the case in combustors, they 
form a vapor cloud with combustion taking place at the edges 
of the cloud. A wide distribution of droplet sizes occurs in 
practical sprays with droplet trajectories varying with size. 
Rates of vaporization depend on whether drops are traversing 
regions of air, fuel vapor, or combustion products [2]. 

In large industrial combustors, turbulent mixing rates 
typically have a much greater influence on NOx emissions 
than do spray characteristics. The mixing process, which is 
induced by air jets penetrating into the combustor, can be 
divided into two stages: macromixing and micromixing. 
Macromixing occurs on a large scale in shear layers via 
coalescence of adjacent vortices and simultaneous engulfment 
of the surrounding fluid [3]. Micromixing occurs on a smaller 
scale as concentration nonuniformities within the coalesced 
vortices are dissipated by turbulence. Mixing rates are very 
important in thermal NO formation since they determine time 
at temperature. 

Because of the relative rates of reaction, chemical kinetics 
of fuel oxidation are not important in thermal NO formation 
but can be important in prompt and fuel NO formation. 
Combustion, prompt NO, and fuel NO all occur on about the 
same time scale; thermal NO is much slower. Details of 
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Table 1 Level of treatment in previous combustor NOx models 

Empirical Corre la t ions 

Flame Temperature Models 

Constant Residence Time 

Cha rac t e r i s t i c Time 

HIT Mixedness Model 

Northern Research Mixedness 

Westinghouse Limited Mixing 

Purdue Chemical Reactor 

P r a t t & Whitney Streamtube 

Coalescence/Dispersion 

Model 

Model 

General Applied Science Modular Model 

F i n i t e Difference 

THERMAL 

[51 

[ 6 , 7 , 8 ] 

19,10] 

(11,12,13] 

[14] 

(15] 

[16] 

117] 

[18] 

119] 

[20] 

[21,22] 
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NO 
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NO 
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agments 

HYDROCARBON 
KINETICS 
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INJECTION 
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X 

X 

X 

X 

FLUID 
MECHANICS 

X 

X 

X 

X 

X 

X 

PR1 COMBUSTION 
ZONE AIH INLET TUBES 

PRI COMBUSTION 
ZONE AIR INLET HOLES 

DILUTION AIR 
INLET TUBES 

Fig. 1 Example of conventional combustor to which model is ap
plicable 

combustion reaction mechanisms are only known for simple 
fuels. 

All the details of the kinetic mechanisms of prompt and 
fuel NO are not known. The mechanism of thermal NO 
formation is known, but there has been disagreement on the 
rate of the controlling reaction [4]. 

Due to the complexity and incomplete understanding of the 
processes involved, prediction of NOx emissions based on 
first principles is difficult. In most cases, predictions have 
been based on simplifying assumptions and/or empiricism. A 
number of models for predicting NOx emissions from 
combustors have been described in the literature. These have 
varied widely in their complexity, applicability, and accuracy. 
The length of this paper does not permit a review of these 
models; however, the general level of treatment for some of 
them is listed in Table 1. As shown, none of the models treats 
all three mechanisms of NO formation. 

In this work the modeling of thermal, prompt, and fuel NO 
was considered necessary for the range of conventional and 
alternative fuels encountered in industrial combustion tur
bines. These may be liquid or gaseous, may contain nitrogen, 
and may require water injection for NOx control. The 
modeling approach described in this paper is relatively simple, 
yet provided good agreement with laboratory and field NOx 

data. It is applicable to conventional combustors such as that 
pictured in Fig. 1, but is not applicable to advanced low NOx 

designs such as rich/lean, lean premixed, and catalytic. 

Table 2 Rate constants for extended Zeldovich mechanism 

0 + N2 -> NO + N k = 1.439 x 1014*exp(-75,000/RT) [26] 

NO + N -» 0 + N2 k = 3.09 x 1013*exp(-330/RT) [26] 

N + 0 2 -» NO + 0 k2 = 6.427 x 109*T*exp(-6250/RT) [26] 

NO + 0 -> N + 0 2 k = 1.45 x 10 *T*exp(-38,340/RT) [26] 

[27] N + OH -> NO + H k = 4.2 x 10 1 3 

Uni t s : k(cc/gm mole s e c ) , 
E(cal/gm mole), 
R(cal/gm mole °K), 
T(°K) 

Model Formulation 

A number of similarities and differences exist among the 
three mechanisms of nitric oxide formation. Thermal and 
prompt NO are formed from N2 in air; fuel NO is formed 
from N atoms chemically bound in fuel. Prompt and fuel NO 
are weakly temperature dependent; thermal NO is strongly 
temperature dependent. Prompt and fuel NO reactions are 
rapid—about the same rate as hydrocarbon combustion and 
much faster than fluid mechanical mixing. Thermal NO 
reactions are slower. 

Most fundamental research on prompt and fuel NO has 
been conducted in premixed flames. The reactions take place 
at a single equivalence ratio—prompt and fuel NO are formed 
in the flame front, and thermal NO is formed in the post 
flame region. 

The situation is far more complicated in a combustor. Fuel 
and air are initially unmixed and react in a diffusion flame; 
the flow is turbulent and recirculating; if the fuel is liquid, 
then spray dynamics and combustion can have an influence. 
To simplify matters a number of assumptions were made in 
the formulation of the model described in this paper. These 
are: 

1 Thermal, prompt, and fuel NO are all formed at a 
stoichiometric equivalence ratio. Any further addition of air 
dilutes the NO that has been formed. Prompt and fuel NO 

D = 
k = 

L = 
P = 
t = 

V = 
X = 

combustor diameter, cm 
kinetic rate constant, 
cc/gm mole s 
flame length, cm 
pressure, atm 
effective residence time, s 
air jet velocity, cm/s 
mole fraction, dimen-
sionless 

Y 

a 

e 
X 

4> 

= yield of NO from fuel 
nitrogen, dimensionless 

= fuel nitrogen kinetic 
parameter, dimensionless 

= recirculation factor, 
dimensionless 

= excess air factor, 
dimensionless 

= fuel/air equivalence ratio, 
dimensionless 

[ ] = 

Subscripts 

CH = 
eq = 
N = 

Ox = 
prompt = 

concentration, gm mole/cc 

hydrocarbon 
equilibrium 
nitrogen 
oxidant 
prompt NO 
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reactions are assumed to be infinitely fast with respect to 
mixing rates and in the classical diffusion limited sense take 
place at </> = 1. In the case of fuel NO, this assumption 
requires that any tendency for the fuel nitrogen kinetics to 
proceed on the rich side of the flame front in laminar dif
fusion flames is washed out at the onset of turbulence [23]. 
Thermal NO reactions can be as fast as, or slower than, 
mixing rates [1], but these reactions are strongly temperature 
dependent, so most thermal NO is formed at or near 0 = 1 
with thermal NO correlating with stoichiometric flame 
temperature. 

2 Prompt NO is formed from hydrocarbon fragments 
rather than superequilibrium concentrations of O atoms. 

3 Fuel NO is formed through one or more indispensible 
nitrogen containing intermediates. 

4 Prompt and fuel NO are additive. 
5 Prompt and fuel NO are fast with respect to thermal NO 

and establish an initial NO concentration at the beginning of 
the thermal process. 

6 Thermal NO is formed via the extended Zeldovich 
mechanism. 

7 Large-scale mixing processes control thermal NO forma
tion. This implies that thermal NO will scale with the com-
bustor diameter and precludes the penetration of droplets 
beyond the main body of the flame [12]. 

8 Fuel injection characteristics are not modeled. 
9 Hydrocarbon kinetics are at equilibrium during thermal 

NO formation. 
10 The calculation of NO (nitric oxide) is sufficient for 

determining NOx. N 0 2 (nitrogen dioxide) is also formed in 
combustors; however, the route to N 0 2 is through NO. 
Therefore, the total NOx (NO + N0 2 ) is not affected by the 
amount of N0 2 formed. 

Thermal NO. Thermal NO is calculated via the extended 
Zeldovich mechanism [24] 

0 + N 2 = N O + N (1) 

N + 0 2 = N O + 0 (2) 

N + O H - N O + H (3) 

Additional reactions involving NO formation from N 2 0 are 
sometimes considered but usually account for less than 1 
percent of the NO formed and are not included here. 

Assuming a steady-state concentration of N and H atoms, 
the rate of NO formation becomes [25] 

rf[NO] _ , . „ , / [N 2 ] -^_ , fc - 2 [NO]VA:^ 2 [0 2 ] \ 

dt l l JVr+A:_,[N0]/(A:2[02]+>M0Hr)/ 
The applicable rate constants are listed in Table 2. Equation 
(4) is integrated by Euler's method to determine the amount of 
thermal NO formed. Inputs required for the integration are 
the pressure, temperature, residence time, and initial con
centrations of N2 , 0 2 , O, OH and NO. The pressure is 
known. The stoichiometric flame temperature and con
centrations of all species other than NO are calculated in an 
equilibrium subroutine. The initial concentration of NO is the 
sum of prompt and fuel NO. The interference of this initial 
concentration on thermal NO formation is manifested 
through the reverse of equations (1) and (2). 

The effective residence time for thermal NO formation in a 
flowing system is determined from the ratio of a characteristic 
length to a characteristic velocity in the combustor. 

This approach is similar to that taken in [11, 12, 13]; 
however, the length and velocity scales are determined dif
ferently here. The characteristic length is taken to be the flame 
length. In a classical free turbulent diffusion flame, it is 
proportional to the diameter of the fuel jet. However, Lenze 

[28] has shown that the length of an enclosed turbulent dif
fusion flame is also a function of recirculation and excess air. 
The characteristic flame length can then be expressed as 

L<xD*f(X)*f(0) (6) 

where D is the diameter of the combustor, and/(X) and/(0) 
are functions of excess air and recirculation, respectively. 

The recirculation factor was removed from the model after 
it was found to produce negligible change in the flame length 
over the range of recirculation normally encountered in 
combustors. 

When Lenze's expression for the excess air factor is sub
stituted, the flame length becomes 

0 . 5 + 0 . 2 2 ( \ - l ) w 

where X is the percent theoretical air divided by 100 and is 
limited to a maximum value of 3.5. 

Likely candidates for the characteristic velocity are the bulk 
velocity in the combustor or the air jet velocity entering the 
combustor. Both were tried and better correlation with NOx 

data was obtained using the jet velocity which was in
corporated into the model. This implies that thermal NO 
formation in combustors is primarily controlled by eddy 
lifetimes rather than bulk residence times. This should hold as 
long as enough air is introduced into the primary zone for all 
the fuel to mix through stoichiometric without subsequent 
dwell near a stoichiometric mixture. Other models [14, 19] 
have used the power of the air jets to determine mixing rates 
and, consequently, the time available for NO formation. 

When equations (5) and (7) are combined, the effective 
residence time becomes 

D 
toe (8) 

K(0.5+0.22[X-1]) 
When the model was calibrated against clean fuel data, the 

proportionality constant was found to be 0.161. Therefore 

K(0.5 + 0.22[X-1]) 

As X approaches its maximum value of 3.5 for lean flames, 
the excess air factor, 1/(0.5 + 0.22 [X - 1]), approaches 
unity. In addition, since the real physical time in the flame is 
represented by Dl V, the proportionality constant in equation 
(9) can somewhat loosely be considered as the fraction of time 
that each parcel of fuel spends at or near a stoichiometric 
equivalence ratio as it passes through the flame. 

The thermal NO residence time is a function of combustor 
diameter, air jet velocity, and stoichiometry in the primary 
zone. As shown in Fig. 1, the diameter is taken at the second 
row of primary zone air admission holes, and the primary 
zone stoichiometry is determined by all air (swirier, cooling 
and jet) entering up to and including the second row of holes. 

"British" style combustors, like that pictured in Fig. 1, are 
typically quite fuel lean before the dilution zone. For that 
reason, the influence of the dilution jets has not been modeled 
here. "American" style combustors with several rows of 
closely spaced holes have not as yet been modeled and might 
require the inclusion of more than two rows as primary air. 
Annular combustors have not been modeled but could be 
treated by replacing the combustor diameter with the annular 
height between the liner walls. A change in the proportionality 
constant in equation (9) might also be required. For the 
combustors and operating conditions modeled so far, 
equation (9) yields an effective thermal NO residence time in 
the range of 0.4 to 0.8 ms. 

Prompt NO. The existence of prompt NO was first reported 
by Fenimore [29]. He measured the buildup of NO in 
premixed ethylene-air flames as a function of time (distance) 
from the flame front. Extrapolation of the data to time equals 
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Fig. 3 
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Calculated yield of NO from fuel nitrogen with 0 = 1 and a = 5 

zero revealed positive intercepts on the NO axis. This was 
attributed to some rapid non-Zeldovich mechanism ocurring 
in the flame front. Reactions involving hydrocarbon 
fragments and atmospheric nitrogen are believed to be a 
source of nitrogen-containing radicals, which are sub
sequently oxidized to form NO. These include the following 

CH + N 2 - H C N + N 

CH, + N , - H C N + NH 

(10) 

(11) 

Others [30, 31, 32] suggested that prompt NO could be ex
plained by the Zeldovich mechanism and superequilibrium 
concentrations of O and OH in the flame front. However, it 
has been shown that superequilibrium concentrations cannot 
account for all the NO formed [33]. The time available in the 
flame front is too short for the slow Zeldovich mechanism. In 
addition, prompt NO has only been observed in hydrocarbon 
flames (never in CO or H2 flames), which provides additional 
support for the hydrocarbon mechanism. 

By assuming that prompt NO was formed at a 
stoichiometric equivalence ratio in the turbulent diffusion 
flames of combustors, Fenimore estimated that prompt NO 
was responsible for 30 percent of the NOx emissions from 
combustion turbines [29]. Based on Fenimore's results, 
prompt NO formation was correlated as [34] 

[NO] 
prompt 

=/(</>)Pl/![NO]eq (12) 
In this equation, /(</>) is an empirical function of 

equivalence ratio with a value of 0.016 for stoichiometric 
mixtures, P is the pressure in atmospheres, and [NO]eq is the 
equilibrium concentration of nitric oxide. Shaw [9] used this 

correlation plus a thermal NO calculation to successfully 
predict NOx emissions from water-injected combustion 
turbines. 

A slight modification is made to equation (12) for use in the 
model reported here. The right side of the equation is 
multiplied by the mole fraction of hydrocarbon in the fuel to 
approximate prompt NO when mixtures of hydrocarbon and 
non-hydrocarbon gaseous fuels are burned. Equation (12) 
then becomes: 

[NO] 
prompt 

^C H / (0) JP' / ![NO] e q (13) 
XCH is equal to 1 for gaseous and liquid hydrocarbon fuels. 

Fuel NO. When fuels are doped with compounds con
taining elemental nitrogen, the concentration of NO in flames 
increases. A fraction of the fuel nitrogen is converted to NO 
in the flame front. Tests in premixed flames have shown that 
this conversion fraction decreases with increasing amounts of 
fuel nitrogen and with increasing equivalence ratio. 

The gross characteristics of the reaction mechanism for fuel 
NOx formation can be repesented as [35] 

+ Oxidant 
-> NO 

fuel-N—-> HCN—> NH, (14) 
\+NO 

-> N2 

The mechanism begins with the pyrolysis of nitrogen-
containing fuel to form hydrogen cyanide. Amine species are 
subsequently formed and are in turn oxidized to NO. Once 
some NO has been created it can react directly with the amine 
pool to form molecular nitrogen. The fraction of fuel 
nitrogen converted to NO depends on the relative rates of the 
two parallel paths at the end of the reaction scheme 

- > N O + . . NH,+Ox-

NH,-+NO > N 2 + 

(15) 

(16) 

By assuming that the NH,- species is a necessary in
termediate in the mechanism, Fenimore derived an expression 
for the conversion fraction or yield of NO from the fuel 
nitrogen [36] 

1 — exp I 
-Xh 

Y= 
2a 

(Y+ 
" ) 

XN/a 
(17) 

where XN is the mole fraction of NO in the burnt gas if all of 
the fuel-N were converted and 

<• = -.—Xn (18) 

XN and X0li are expressed here as mole fractions so that a is 
dimensionless. The yield defined by equation (17) pertains to 
the flame front before the formation of thermal NO and is not 
the more commonly used definition that is applied to the 
exhaust. The significance of this will be discussed later. 

Various species have been proposed as the nitrogen in
termediate and oxidant in equations (15) and (16), for 
example [35, 37]. Two combinations that were investigated 
during the formulation of this model are N, 0 2 and N, OH. In 
the first case, a becomes X02k2/k_l, and in the second case 
^ O H k3/k_i, where the rate constants are those of equations 
(1-3). These two expressions are plotted as the two solid lines 
in Fig. 2 and are for stoichiometric mixtures of a typical 
distillate fuel and air at equilibrium. The temperature was 
varied by varying the water injection rate. Also plotted in Fig. 
2 are symbols representing values of a determined from a 
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Fig. 5 Comparison of predicted and measured NOx for a laboratory 
test of a 25.2-cm-dia combustor 

field test of two coal liquids in a 25-MW combustion turbine. 
The two fuels had 0.41 and 0.17 percent by weight bound 
nitrogen. To calculate these values of a, the model was first 
calibrated for thermal NO formation on clean fuels as 
described earlier. This permitted a determination of the 
amount of fuel NO in the total measured NOx and, therefore, 
the yield. Then a was calculated using equation (17) and the 
assumption that fuel NO is formed at a stoichiometric 
equivalence ratio. 

Figure 2 shows that agreement between the field values and 
the N, 0 2 combination was fair, while agreement with the N, 
OH combination was relatively poor. However, it also shows 
that the field values are scattered about a constant value of 5 
x 10 ~4. This perhaps indicates that a single nitrogen in
termediate and a single oxidizing species are not sufficient to 
describe the fuel-N conversion process. Whatever the reason, 
based on the field data and until the fuel NO mechanism is 
better understood, a constant value of 5 x 10"4 for a has 
been incorporated into the model rather than equation (18). 
The resulting NOx predictions and the field NOx data are 
compared in the next section. 

If a constant value is used in the model for a, the 
stoichiometry becomes relatively unimportant. This means 
that another equivalence ratio, such as 1.25, could have been 
adopted along with a constant a of 6.5 x 10 ~4 with nearly the 
same results. The larger value for a is needed to offset the 
larger value of XN in richer products. In addition, oxidant 
concentrations are lower in rich gases, which would move the 
solid lines in Fig. 2 downward, resulting in better agreement 
of the field data with the N, OH combination rather than N, 
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Fig. 6 Comparison of predicted and measured NOx for a field test of a 
25-MW engine burning No. 2 distillate oil 
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Fig. 7 Comparison of predicted and measured NOx for a field test of a 
25-MW engine burning a coal liquid with 0.41 weight percent nitrogen 

0 2 . However, based on data showing equivalent fuel-N yields 
in stoichiometric premixed flames and overventilated tur
bulent diffusion flames [38], the 4> = 1 assumption for fuel-N 
conversion was maintained in the model. Calculated yields for 
0=1 and a = 5 X 10~4 are plotted in Fig. 3 as a function of 
nitrogen content in the fuel. 

Model Verification 
During formulation of the model, NOx predictions were 

compared to various laboratory and field test data. The 
results are presented in this section. On all graphs the model 
predictions are indicated by solid lines and the data by 
symbols. Combustor geometries and fuel properties are listed 
in Tables 3 and 4. NOx data were measured with a Thermo 
Electron (TECO) Model 10AR chemiluminescence meter with 
an accuracy of ± 1 percent of full scale. Depending on the 
magnitude of individual measurements, full scale was 100, 
250 or 1000 ppmv. The accuracy of the calibration gas was 
±2 percent. 

Figure 4 shows predicted and measured NOx for a 
laboratory test of a 31.1-cm-dia combustor. The fuel was No. 
2 distillate oil and the nominal base load pressure ratio was 
14:1. These data were used to calibrate the thermal NO 
residence time constant (as described earlier), and good 
agreement can be expected between predicted and measured 
values. It is interesting to note that the characteristic upward 
concavity of the curve could not entirely be accounted for by 
the increases in pressure and inlet air temperature as load 
(combustor temperature rise) is increased. Modification of the 
flame length, and consequently the effective thermal NO 
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Table 3 Combustor diameter and flow areas for laboratory and field 
tests 

Figures Figure Figure 
2 ,6 ,7 ,8 ,9 4 5 

Diameter (cm) 

Effect ive Flow 
Area (cm2) 

24.9 

267.7 

31.1 

255.7 

56.9 Primary Air (%) 45.0 

Table 4 Fuel properties 
Coal 

Liquid 

Composition (Wt.%) 

Carbon 
Hydrogen 
Oxygen 
Nitrogen 
Sulfur 

Lower Heating 
Value (kJ/kg) 

No. 2 Oil 

87.25 
12.74 

.01 

42,565 

0.17% N 

88.66 
10.03 
1.11 
.17 
.03 

40,405 

25.2 

276.9 

51.7 

Coal 
Liquid 
0.41% N 

86.35 
10.48 
2.75 
.41 
.06 

38,695 

residence time, by Lenze's excess air factor was also 
necessary. 

Without making any changes in the model, predictions were 
made for the laboratory test of a different combustor. The 
diameter of this combustor was 25.2 cm and its airflow 
distribution was slightly different. The fuel was the same but 
the nominal base load pressure ratio was 12:1 in this case. 
Figure 5 shows that agreement was again good. 

Figures 6-9 plot predicted and measured NOx for a field 
test of a 25-MW combustion turbine, performed with the 
support of the Electric Power Research Institute [39]. Three 
fuels were burned: No. 2 oil and two coal liquids with 0.41 
and 0.17 percent (by weight) nitrogen. The nominal pressure 
ratio was 10:1, the burner outlet temperature at base load was 
approximately 1260 K, and the combustors had a somewhat 
smaller percentage of primary air than the previous com
bustors modeled. 

Figure 6 shows that No. 2 oil predictions are still good with 
this combustor and the lower pressure ratio. The absolute 
NOx level is lower here than in Figs. 4 and 5 due to the dif
ference in pressure ratio. 

Figures 7 and 8 demonstrate the agreement obtained be
tween predicted and measured NOx with the constant value of 
5 x 10~4 for the a parameter in the fuel NO calculation. The 
absolute NOx levels of the two coal liquids are about the same 
because the stoichiometric flame temperature of the fuel with 
less nitrogen is higher and more thermal NO is formed. 

The datum point at the highest load in Fig. 8 looks 
suspiciously low. This was carried over into Fig. 9, which 
shows the effect of water injection at base load for all three 
fuels. Agreement is good except for the 0.17 weight percent 
nitrogen fuel at low injection rates. At high injection rates the 
bulk of the NOx with the coal liquids is fuel NO and a 
separation in the absolute levels occurs after reduction of the 
thermal NO. With the oil fuel, agreement is good between 
predictions and data at water injection rates from 0.0 to 1.2 
kg per kg of fuel. Although no measurements were made in 
the flame, it appears that the model is accurately predicting 
both thermal and prompt NO, since most of the NO is 
thermal at zero injection while most is prompt at the high 
injection rates. Thermal NO is much more sensitive to water 
injection than is prompt NO, a point that will be discussed 
further in the next section. 

Discussion 
In this section, model predictions are used to illustrate some 
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Coal Liquid, 0.175 FBN 
Pressure 8.5-9.4 Atm. 
Air Temperature 569-588°K 
Humidity .0044-.0055 kg/kq 
Airflow per Comb. 15.7-15.9 kg/s 

200 400 600 600 
COMBUSTOR TEMPERATURE RISE (Kl 
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Fig. 8 Comparison of predicted and measured NOx for a field test of a 
25-MW engine burning coal liquid with 0.17 weight percent nitrogen 
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Fig. 9 Comparison of predicted and measured NOx for a field test of a 
25-MW engine with water injection, base load 

of the relationships among thermal, prompt, and fuel NO and 
to discuss the implications of these relationships. In all cases 
the fuel is No. 2 distillate oil with varying amounts of water 
injection or added nitrogen. Burner outlet temperature is 1450 
K in Figs. 10-13, and 1255 K in Fig. 14. In the figures, the 
vertical distance between lines represents the individual 
contributions of thermal, prompt, and fuel NO to the total 
NOx level. 

Figure 10 indicates what happens to thermal and prompt 
NO when water is injected with a nitrogen free fuel. At zero 
water injection, most of the NO is thermal. The situation is 
reversed at high injection rates where most of the NO is 
prompt. Thermal NO is a strong function of flame tem
perature and is greatly reduced with water injection. Prompt 
NO varies with the stoichiometric equilibrium concentration 
of NO which displays much less reduction with water in
jection. Figure 10 illustrates the rapidly diminishing returns of 
injecting more than 1 kg of water per kg of fuel because most 
of the remaining NO is prompt. To accurately model the 
effects of water injection, a prompt NO calculation must be 
included; a thermal NO calculation based on the Zeldovich 
mechanism and equilibrium hydrocarbon chemistry would 
predict about a 95 percent reduction rather than the 80 percent 
reduction shown here. 

Figure 11 shows the absolute amounts of thermal, prompt, 
and fuel NO as the fuel nitrogen content is increased from 0 to 
1 percent. Prompt NO remains constant because the 
equilibrium concentration of NO does not change in this case. 
However, thermal NO is seen to decrease as more nitrogen is 
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Fig. 10 Effect of water injection on thermal and prompt NOx for a 
distillate fuel with zero nitrogen, pressure ratio 14:1 
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Fig. 11 Thermal, prompt, and fuel NOx for a distillate fuel with varying 
amounts of added nitrogen, pressure ratio 14:1 

added to the fuel. This is because prompt and fuel NO are 
assumed to be formed before thermal NO. As fuel NO in
creases, thermal NO formation begins with a larger initial NO 
concentration and the overall rate of thermal formation is 
slower. This interference of fuel NO on thermal NO can be 
significant and should be considered when modeling. 

In this model, the yield from fuel nitrogen is defined in the 
flame front before the formation of thermal NO. However, in 
most practical combustion hardware, measurements of NO in 
the flame front are not available and the yield is calculated 
from measurements made in the exhaust. The NOx measured 
with a nitrogen-free baseline fuel is subtracted from that 
measured with a nitrogen-containing fuel to determine fuel 
NO. The yield is then calculated by dividing the fuel NO by 
the amount expected if all fuel nitrogen had converted to NO. 
Yields calculated in this manner will only be correct if the 
thermal NO formed when burning the baseline and nitrogen-
containing fuels is equal. This is not the case in Fig. 11 where 
thermal NO is 237 ppmv at zero fuel nitrogen and 214 ppmv at 
1 percent nitrogen. This difference of 23 ppmv makes the fuel 
NO in the exhaust appear to be 119 ppmv rather than the 142 
ppmv predicted by the model. This in turn leads to an ap
parent 26 percent yield in the exhaust rather than the actual 31 
percent yield in the flame front. 

Yields calculated from measurements made in the exhaust 
will always be less than or equal to the actual yields in the 
flame. This is acceptable if the only concern is how the total 
exhaust NOx emissions will change with varying fuel nitrogen 
content. However, if the split between fuel and thermal NO 

.4 ,6 
WATER/FUEL RATIO Ikg/kgl 

Fig. 12 Effect of water injection on thermal, prompt, and fuel NOx for 
a distillate fuel with 1.0 weight percent added nitrogen, pressure ratio 
14:1 

100 

ACTUAL YIELD IN FLAME 

60 

2 40 

20 

APPARENT YIELD IN EXHAUST 

0. .2 .4 .6 .8 1 . 
W9TER/FUEL RATIO (kg /kg I 

Fig. 13 Difference between the actual fuel nitrogen yield in the flame 
and the apparent yield in the exhaust, distillate fuel with 0.1 weight 
percent added nitrogen, pressure ratio 14:1 

(and the processes involved) is a matter of concern, then fuel 
NO calculated from exhaust measurements can obscure the 
trends. 

Figure 12 shows the effect of water injection on NOx 

emissions from a fuel containing 1 percent nitrogen. As in the 
clean fuel case, a large reduction in thermal NO is obtained 
with water injection while the reduction in prompt NO is 
relatively small. Fuel NO is seen to increase slightly with water 
injection for two reasons: More fuel is required to maintain 
turbine inlet temperature when water is injected, and there is a 
slight increase in the yield of fuel nitrogen. The increase in 
yield is due to the diluting effect of the water in the flame, 
which reduces XN in equation (17). 

The discrepancy between fuel nitrogen yields calculated in 
the flame front and those calculated from exhaust 
measurements is reduced as water is injected. This effect is 
illustrated in Fig. 13 where yields are shown for a fuel con
taining 0.1 percent nitrogen. The difference is 12 percentage 
points with zero injection but only 2 percentage points at an 
injection ratio of 1. The reason is that at high injection rates, 
most of the thermal NO has been eliminated and the absolute 
magnitude of the interference of fuel NO on thermal NO 
formation is relatively small. Any change that reduces 
thermal NO (water injection, lower air temperature, a fuel 
with lower flame temperature) will reduce the discrepancy 
between the two methods of calculating yield. 

Figure 13 also shows that the actual yield in the flame front 
increases only slightly (from 80.1 to 81.5 percent) as the in-
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Fig. 14 Different percentage N0X reductions obtained with water 
injection at different operating conditions, distillate fuel with 1.0 
weight percent added nitrogen 

jection ratio is increased from 0 to 1. The apparent yield based 
on exhaust concentrations exhibits a much larger increase 
(from 68.1 to 79.9 percent) and overestimates the effect of 
water injection on the actual yield. 

Another example where care should be taken in interpreting 
NOx data is shown in Fig. 14. The predicted percentage NOx 

reduction with water injection is plotted for a fuel containing 
1 percent nitrogen. The two lines correspond to two different 
hypothetical laboratory tests—one at 10 atmospheres and 589 
K inlet temperature, the other at 4 atmospheres and 561 K 
inlet temperature. More thermal NO is formed in the higher 
pressure, higher temperature case. As a result, a greater 
percentage reduction in NOx is obtained at higher pressure 
and temperature even though the fuel is the same in both 
cases. The point to be made is that percentage reductions in 
NOx with water injection are a function of the operating 
conditions as well as the fuel composition. Such reductions 
reported for a given fuel should not be considered universal at 
all conditions. 

Conclusions 

The model described in this paper predicts thermal, 
prompt, and fuel NO emissions from combustion turbines. 
The relative contributions of the three forms of NO to total 
emissions levels have been shown for a variety of operating 
conditions. The model has been applied to can-type com-
bustors and its accuracy has been verified by data on high-
and low-nitrogen fuels with and without water injection, and 
on combustors of different geometry. Based on the work 
reported here the following conclusions are drawn: 

1 A model incorporating thermal, prompt and fuel NO has 
been developed to predict the effects of water injection and 
nitrogen-containing fuels on NOx emissions. 

2 The assumption that thermal, prompt, and fuel NO are 
all formed at a stoichiometric equivalence ratio is sufficient 
for modeling purposes. 

3 The effective thermal NO residence time in a can-type 
combustor is proportional to the combustor diameter, in
versely proportional to the combustor air jet velocity and is 
also a function of primary zone stoichiometry. 

4 The Fenimore a parameter used for calculating the yield 
of NO from fuel nitrogen appears to be constant in com
bustion turbine flames. 

5 For hydrocarbon fuels the injection of more than 1 kg of 
water per kg of fuel for NOx control yields rapidly 
diminishing returns because most of the thermal NO has 
already been eliminated. The remaining NO is prompt and it 
is only weakly temperature sensitive. 

6 Prompt and fuel NO establish an initial concentration of 
NO for the Zeldovich mechanism and therefore interfere with 
thermal NO formation. This effect can be significant at 
combustion turbine operating conditions. 

7 Due to the interference mentioned in item 6, the apparent 
yield of NO from fuel nitrogen as calculated by measurements 
in the exhaust is lower than the actual yield in the flame. Any 
change in operating conditions that reduces flame tem
perature, and therefore thermal NO, will also reduce the 
discrepancy between the actual and apparent yields. 

8 Water injection greatly reduces thermal NO, slightly 
reduces prompt NO, and slightly increases the yield of NO 
from fuel nitrogen. 

9 The percentage reduction in NOx emissions with water 
injection is not a specific curve for a given fuel but rather a 
family of curves varying with operating conditions. 
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New Integration Techniques for 
Chemical Kinetic Rate Equations: 
Part II—Accuracy Comparison 
A comparison of the accuracy of several techniques recently developed for solving 
stiff differential equations is presented. The techniques examined include two 
general-purpose codes EPISODE and LSODE developed for an arbitrary system of 
ordinary differential equations, and three specialized codes CHEMEQ, CREK1D, 
and GCKP84 developed specifically to solve chemical kinetic rate equations. The 
accuracy comparisons are made by applying these solution procedures to two 
practical combustion kinetics problems. Both problems describe adiabatic, 
homogeneous, gas-phase chemical reactions at constant pressure, and include all 
three combustion regimes: induction, heat release, and equilibration. The com
parisons show that LSODE is the most efficient code — in the sense that it requires 
the least computational work to attain a specified accuracy level—currently 
available for chemical kinetic rate equations. An important finding is that an 
iterative solution of the algebraic enthalpy conservation equation for the tem
perature can be more accurate and efficient than computing the temperature by 
integrating its time derivative. 

Introduction 

Many practical chemical reaction flow problems require the 
simultaneous solution of systems of coupled, first-order 
ordinary differential equations (ode's). These ode's describe 
the time rate of change of species concentration and tem
perature. For species / (/ = 1, NS) the governing ode can be 
written as 

dn 

~dt 
L=fi(nk,T); i,k=l,NS 

/?,(? = 0) = given 

T{t = 0) = given 

(1) 

where «,- is the mole number of species / (kmole i/kg mix
ture); t is the time (s); T is the temperature (K); /,• is the net 
rate of formation of species /' (kmole i/kg mixture/s) due to 
all forward and reverse reactions in which species i par
ticipates; and NS is the total number of distinct chemical 
species in the gas mixture. 

The initial value problem is to solve the system of equations 
(1) for the chemical composition (i.e., /?,, i = 1, NS) and 
temperature at the end of a specified time interval, given the 
initial conditions and the reaction mechanism. Classical 
methods such as the popular explicit Runge-Kutta method 
require prohibitive amounts of computer time to solve large 
sets of chemical kinetic rate equations [1-4]. This is due to the 
extremely small steplengths that classical methods have to use 
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received at ASME Headquarters December 18, 1984. Paper No. 85-GT-30. 

to satisfy stability requirements. Stable differential equations 
that impose severe steplength limitations on numerical in
tegration routines are classified as stiff differential equations 
(e.g., [5,6]). 

Several solution techniques have been proposed and 
developed for stiff systems of ode's. In Part I of this effort 
and other recent publications [1-4], the computational work 
required by several recently developed routines in solving 
chemical kinetic rate equations has been examined in detail. 
In the present paper we compare their accuracy. The 
techniques examined in these studies include the general-
purpose packages EPISODE and LSODE [7-9], developed as 
multipurpose stiff differential equation solvers, and the 
specialized methods CHEMEQ [10], CREK1D [11, 12] and 
GCKP84 [13, 14], all of which have been developed 
specifically for chemical kinetics applications. These solution 
procedures are summarized in Table 1 and discussed in more 
detail in [3]. 

All of the foregoing numerical methods are step-by-step 
methods (i.e., they compute approximations to the exact 
solutions of the ode's at discrete points in time). They limit 

Table 1 Summary of solution procedures examined 

GCKP84 

CREHD 

LSODE 
EPrSODE 

CHEMEQ 

Details not yet available. 

Variable-step, predictor-corrector method based on an exponentially 
fitted trapezoidal rule; includes filtering of ill-posed initial 
conditions and automatic selection of functional iteration or Newton 
iteration. 

Variable-step, variable-order backward differentiation method with a 
generalized Newton iteration3. 

Variable-step, second-order predictor-corrector method with an 
asymptotic integration formula for stiff equations. 

a0ther options are included in these packages but this option was found to be 
the fastest for both problems, and is the only one considered in this work. 
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Fig. 1 Variation of temperature and species mole fractions with time 
for test problem 1. Solution generated using LSODE-B with EPS = 
10~ 5 . 

the estimated local truncation error (i.e., estimates of the 
error incurred over one time step) to be less than a user-
supplied local error tolerance. However, the quantity that is 
of interest to the user is the global (i.e., actual) error incurred 
by a technique in solving the problem. In the present paper, 
which is based on a recent critical analysis of the accuracy of 
the foregoing techniques [15], we provide an estimate of the 
mean global error and examine its variation with the user-
supplied local error tolerance (EPS) for two practical com
bustion kinetics problems. We also study the computational 
cost (expressed as the computer time required) associated with 
attaining desired accuracy levels. 

The motivation for this work is the increasing interest in 
both multidimensional modeling of chemically reacting flows 

Nomenclature 

10"6 10"5 10"4 10"3 

Time, t, s 

Fig. 2 Variation of temperature and species mole fractions with time 
for test problem 2. Solution generated using LSODE-B with EPS = 
1 0 ~ 5 . 

and in developing detailed reaction mechanisms for the 
combustion of fuels and pollutant formation and destruction. 
Computational speed is of primary concern in the former 
application and moderate accuracy is adequate [10-12]. 
However, for developing and validating reaction mechanisms, 
accuracy is of critical importance. 

Evaluation of Temperature 

The routines GCKP84 and CREK1D have been developed 
specifically for nonisothermal combustion rate equations and 
therefore include calculation procedures for the temperature. 
For the other techniques, however, the temperature had to be 
solved for along with the composition. This was done using 
one of two different methods (A and B) described below. 

ATOL 

CPU 

EPS 

absolute error tolerance 
for species mole numbers 
total computer time 
required on IBM 370/ 
3033 computer, s 
constant-pressure, molar-
specific heat of species /, 
J/kmol K 
mean integrated global 
root-mean-square error 
(equation (7)) 
for all methods, except 
EPISODE, local relative 
error tolerance; for 
EPISODE: local relative 
error tolerance for species 
with initially nonzero 
mole numbers and for the 

temperature, and local 
absolute error tolerance 
for species with initially 
zero mole numbers 

ERMAX = relative error tolerance for 
Newton-Raphson itera
tion for temperature 

e, = error in ith species mole 
fraction (equation (4)) 

erms = root-mean-square error in 
species mole fractions and 
temperature (equation (6)) 

eT = error in temperature 
(equation (5)) 

/ / = net rate of formation of 
species / (equation (1)), 
kmole /'/kg mixture/s 

HO = initial steplength to be 
attempted by integrator, s 

h; = molar-specific enthalpy of 
species /, J/kmol 

h0 = mass-specific enthalpy of 
mixture, J/kg 

NS = total number of distinct 
chemical species in 

. mixture 
n, = mole number of species i, 

kmole //kg mixture 
temperature, K 
standard solution for 
temperature, K 
time, s 
mole fraction of species i 
standard solution for the 
mole fraction of species i 

T 
TST 

t 
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In the present work, as in Part I, attention is restricted to 
adiabatic, homogeneous, gas-phase chemical reactions at 
constant pressure. For such reactions, the following enthalpy 
conservation equation 

Ti "ih>: -hn = constant (2) 

is an algebraic constraint on the species rate equations. In 
equation (2), hs is the molar-specific enthalpy of species i 
(J/kmol 0 and h0 is the mass-specific enthalpy of the gas mix
ture (J/kg). In method A, the temperature was calculated 
from the solution for the species mole numbers, «,(/= 1, A/5) 
using the initial mixture mass-specific enthalpy, equation (2), 
and a Newton-Raphson iteration technique with a user-
supplied local relative error tolerance, ERMAX. The 
temperature was therefore not an explicit dependent variable, 
and the integrator tracked only the solution for species mole 
numbers. 

In method B, the temperature was evaluated by solving its 
time-derivative obtained by differentiating equation (2) with 
respect to time, / 

NS 

— (3) 
dT 

~dt ' 

E "icP,i 

where cpj is the constant-pressure molar specific-heat of 
species; (J/kmol K). In this method, the temperature was an 
explicit dependent variable, and the integrator tracked the 
solutions for both the species mole numbers and the tem
perature. 

Test Problems 

The accuracy of the techniques summarized in Table 1 was 
examined by application to two practical combustion kinetics 
problems. Both problems describe adiabatic, homogeneous, 
constant-pressure, transient, batch chemical reaction and 
include all three combustion regimes: induction, heat release, 
and equilibration. 

Test problem 1 describes the ignition and subsequent 
combustion of a mixture of 33 percent carbon monoxide and 
67 percent hydrogen with 100 percent theoretical air at 10 atm 
and 1000 K initial temperature. It involves 12 reactions among 
11 species. Test problem 2, involving 30 reactions and 15 
species, describes the ignition and subsequent combustion of a 
stoichiometric hydrogen-air mixture at 2 atm and 1500 K 
initial temperature. The reaction mechanisms and rate 
constants for the two problems are given in [3]. 

Figures 1 and 2 present the variation of the species mole 
fractions and temperature with time for test problems 1 and 2, 
respectively. Both problems were integrated up to time t = 1 
ms to obtain near-equilibration of all chemical species and 
temperature. 

Computational Procedure 

The aim of the present work was to compare the accuracy 
of currently available techniques in solving chemical kinetic 
rate equations. In the absence of exact solutions to the test 
problems, the only way to assess the accuracy of a technique is 
by comparing solutions generated with a particular value for 
the local error tolerance (EPS) with those generated with a 
reduced EPS, using either the same technique or a different 
one. To prevent any bias in favor of one technique, global 
errors for each technique were estimated by comparing its 
solutions with those generated by itself using a reduced EPS. 
For each technique and test problem, the solution used as a 
basis of comparison was the most accurate generated and is 

referred to as its standard solution. For example, for 
CREK1D standard solutions were generated v/ith CREK1D 
and EPS = 10~5. These standard solutions were compared 
with runs using CREK1D and EPS = 10~2, 10"3 , and 10~4 

to assess the global errors incurred by the latter. 
A typical computational run consisted of initializing the 

time (/, set equal to zero), the species mole numbers, and the 
temperature. The integrator was called with values for the 
necessary input parameters including the local error tolerance 
(EPS) and the time at which the integration was to be ter
minated (= 1 ms for both problems). The values used for the 
other input parameters, obtained in a previous study [3] by a 
trial-and-error procedure, resulted in the least CPU time for 
each technique and value of EPS. After each step successfully 
executed by the code, values for the time reached by the in
tegrator and the species mole fractions and temperature 
computed at that time were saved. The values saved for the 
time served as input data for the output stations at which the 
standard solution was to be generated. The global errors in 
the solutions for the species mole fractions and temperature 
were estimated by comparisons with the standard solution 
values for these quantities as follows 

e,(t)-- Y,{t) 
YUST(t) 

1 

eT(t) = 
7X0 

1 

(4) 

(5) 
TST(t) 

In equations (4) and (5) e,-(0 and eT{f) are, respectively, the 
global errors at time /, in the mole fraction y,-(r) of species / 
and the temperature T{t)\ YjST(t) and TST(t) are, respectively, 
the standard solution values for the mole fraction of species /' 
and the temperature at time t. Detailed plots of e,{t) and 
eT(t) are presented in [15]. These plots show that CHEMEO 
is the most accurate code during induction and early heat 
release; during late heat release and equilibration, however, 
the other codes are more accurate. 

Standard Solutions. For consistency, standard solutions 
were generated with the same value of EPS ( = 10~5) for all 
methods, except EPISODE. In contrast to the other routines 
for which EPS is the local relative error tolerance, a mixed 
error tolerance is used for EPISODE - relative for species 
with initially nonzero mole numbers (i.e., reactants) and for 
the temperature; and absolute for species with initially zero 
mole numbers (i.e., all intermediate species and products) 
[15]. EPISODE is therefore inferior to the other codes - i.e., 
for a given value of EPS, it produces less accurate solutions 
[3, 15]. With EPISODE, we have therefore used the smallest 
value of EPS (=10~6) that the single-precision version 
allowed. 

All the techniques examined here required the specification 
of several input parameters, in addition to the local error 
tolerance EPS. In generating standard solutions for each 
technique, the values used for the input parameters were those 
that resulted in the most accurate solution - see [15] for 
details. For GCKP84, however, since details of the integration 
technique are not yet known, default values were used for all 
parameters except the initial steplength (HO) to be attempted 
by the ode solver. In our previous work [1-3] with GCKP84, a 
default value of HO = 10~6 s had been used. However, 
Bittker and Scullin [14] have since then set the default value 
for HO at 5 x 10~8 s. We have, nevertheless, used HO = 
10~6 s because it produced more accurate results, while 
requiring comparable amounts of CPU time for all values of 
EPS used in this study. 
Results and Discussion 

The procedure outlined in the section Computational 
Procedure was used to examine the global errors incurred by 
all techniques in solving the two problems described in the 
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Table 2 Maximum percent rms 
required for test problem 1 

errors and minimum CPU times 

Method 

GCKP84 

CREK1D 

LSODE-A 

LSODE-B 

EPISODE-A 

EPISODE-B 

CHEMEO-A 

CHEMEQ-B 

EPS 

10-= 
5 x i o ; 3 

10"3 
l o - 4 

10-2 
10"3 

:-4 Iff 

10-2 
io-J 

io-4 

10-2 
10" 3 

io-4 

5x l0 - 6 

5xl0" 6 

10-2 
10"3 

10 

10" 
10"3 

10' 

ATOL 

10-1? 

HO, 
sec 

D10-D 
b 1 0 - 6 
b 1 0 - 6 
b 1 0 - 6 

IO"? 

IO"? 

Max rms 
error, 
percent 

467.9 
467.9 
258.6 
115.0 

30.79 
7.218 
2.311 

10.52 
8.596 
4.786 

10.57 
8.167 
6.366 

825.7 

825.9 

34.47 
6.580 

57.61 
19.48 
2.219 

CPU, 
sec 

.86 

.98 
1.13 

.27 

.33 

.67 

.37 

.46 

.63 

.40 
.44 
.59 

.034 

.035 

15.1 
28.4 
39.8 

15.5 
22.7 
36.5 

terminated at t = 3.7x10 " 
with serious i n s t a b i l i t y . 

b0efaul t value. 

sec because of problems 

Table 3 Maximum percent rms errors and minimum CPU times 
required for test problem 2 

Method 

GCKP84 

CREK10 

LSODE-A 

LSODE-B 

EPISODE-A 

EPISODE-B 

CHEMEQ-A 

CHEMEQ-B 

EPS 

10"^ 
10~3 

IO"4 

10~3 
10~3 

IO"4 

10-2 
10~3 

IO"4 

10-2 
IO"3 

IO"4 

IO"4 

5xlO-4 

io-4 

io-5 

5xlQ"4 

IO"4 

10- 5 

10-2 
IO"3 

io-4 

10-2 
10~3 

IO"4 

ATOL 

10"» 
io-8 

I O ' 8 

10-8 
10-9 
IO"8 

IO"1 2 

HO, 
sec 

a 1 0 -6 
a 1 0 -6 
a 1 0 -6 

10-
10-7 
IO"6 

10-10 
IO"11 

10-9 

Max rms 
error, 
percent 

227.2 
98.65 
21.76 

3.959 
2.148 
0.612 

29.38 
27.37 
29.44 

30.53 
3.484 

1.528xl03 

8.641 

290.4 
121.8 

54.08 

280.1 
131.6 

78.31 

26.97 
2.133 

.207 

23.80 
4.631 
2.341 

CPU, 
sec 

1.85 
1.91 
2.44 

1.18 
1.07 
2.32 

.54 

.78 

.94 

.52 

.94 
1.49 
1.46 

.065 

.59 

.78 

2.38 
.91 

37.7 
47.3 
76.1 

36.3 
43.0 
87.6 

aPefault value. 

section Test Problems. All results presented herein were 
obtained on the NASA Lewis Research Center's IBM 
370/3033 computer using single-precision accuracy, except 
GCKP84, which was in double precision. 

With LSODE, EPISODE, and CHEMEQ, both tem
perature methods A and B were attempted. The following 
naming convention was used. Techniques using temperature 
method A were given the suffix A (LSODE-A, EPISODE-A, 
and CHEMEQ-A) and those using temperature method B 
were given the suffix B (LSODE-B, EPISODE-B, and 
CHEMEQ-B). For consistency between the two methods, 
ERMAX (the maximum local relative error allowed in the 
temperature in method A) was set equal to EPS, which is 
approximately the maximum local relative error allowed in 
the temperature in method B. 

To facilitate accuracy comparisons, at each value of the 
time where global errors had been evaluated (and saved), the 
root-mean-square (rms) error erms (0 was computed using 

s(') = 

^eHO + e^t) 

NS+l 
(6) 

To prevent the possibility of requiring accuracy from 
species with immeasurably small concentrations, the sum
mation in equation (6) does not include species whose stand
ard solution mole fractions were less than 0.1 ppm; for such 
species, e,-(/) was set equal to zero. 

The maximum percent root-mean-square errors incurred by 
all techniques are given in Tables 2 and 3, respectively, for test 
problems 1 and 2. Also given in these tables are the values 
used for the input parameters required by each method. These 
values, taken from Radhakrishnan [3], resulted in the least 
CPU time (CPU in Tables 2 and 3) to solve the problem with 
the given value of EPS. In these tables, HO is the user-
supplied value for the initial steplength to be attempted by the 
integrator, and ATOL is the absolute error tolerance for all 

species mole numbers - a value of zero was used for the 
absolute error tolerance for the temperature (required by 
LSODE-B). 

For test problem 1, the run with GCKP84 and EPS = 10~2 

displayed serious instability and so was terminated. For 
values of EPS > 5 x l 0 - 6 , EPISODE-A and -B predicted 
little or no change from the initial composition or temperature 
after an elapsed time of 1 ms. Similar remarks apply to test 
problem 2 and the runs with EPISODE-A and EPS > 5x 
10-4 and those with EPISODE-B and EPS > 5 x l O - 3 . 
Although the runs with EPISODE-B and EPS = 10~3 and 
5 x 10~4 were successfully completed in that correct solutions 
were returned at / = 1 ms, they were significantly inaccurate 
during heat release. For example, the run with EPS = 
5 x l 0 ~ 4 predicted little or no change from the initial con
ditions until t — 40 fis when heat release was predicted to 
start. In contrast, for the standard solution heat release is 
almost over by this time (Fig. 2). 

Tables 2 and 3 show large variations in the maximum root-
mean-square error incurred by the different techniques. 
GCKP84 and EPISODE experienced the greatest difficulty in 
tracking their standard solutions and maximum root-mean-
square errors of over 100 percent were obtained with these 
codes. In contrast, the maximum errors incurred by 
CHEMEQ, CREK1D, and LSODE were significantly smaller. 
Comparisons of the runs with the largest values of EPS show 
that LSODE was the most accurate code for test problem 1, 
and CREK1D for test problem 2. 

The accuracy obtained with LSODE was strongly in
fluenced by the value selected for ATOL (the absolute error 
tolerance for the species mole numbers). For problem 2, 
LSODE-A showed little sensitivity to changes in EPS, because 
all runs used the same ATOL (Table 3). In contrast, the runs 
with LSODE-B showed decreased errors with reductions in 
EPS because of the use of smaller values of ATOL. Note the 
significant reduction in the maximum root-mean-square error 
obtained by decreasing ATOL from 10-8 to 10- '2 for 
LSODE-B and EPS = 10 ~4 (Table 3). This decrease in the 
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Fig. 3 Variation of the mean integrated global error (Erms) 
local error tolerance (EPS) for test problem 1 

with the 

W 

- _ 0 — EPISODE-A 
— » — EPISODE-B 
_ - £ — CHEMEQ-A 
— A — CHEMEQ-B 

M i l I I I I I I 111 I LLLLIL I l I I 111 

10' 
LOCAL ERROR TOLERANCE, EPS 

Fig. 4 Variation of the mean integrated global error (£ r m s) with the 
local error tolerance (EPS) for test problem 2 

maximum error with a reduction in ATOL is further 
illustrated for problem 2 by the results presented in Table 4 
for LSODE-B and EPS = 10 ~5. These results show that great 
care must be exercised in specifying values for ATOL. A poor 
guess for ATOL can result in significantly inaccurate 
solutions. The CPU time required by LSODE was also af
fected by ATOL. In general, a trial-and-error procedure was 
necessary to obtain the optimum value for ATOL (defined as 
that value which results in the least CPU time while satisfying 
prescribed accuracy requirements). This trial-and-error search 
- which can be time consuming, especially for large systems 
of ode's - for the optimum value for ATOL is the main 
difficulty associated with using LSODE for solving chemical 
kinetic rate equations. The use of extremely low values for 
ATOL to ensure accuracy can result in excessively large CPU 

Table 4 Effects of absolute error tolerance for species mole numbers 
(ATOL) on maximum percent root-mean-square error, mean integrated 
root-mean-square (E rms), and CPU time 

[ A l l r e s u l t s ob ta i ned w i t h LSODE-B 
and EPS=10~5 f o r problem 2 . ] 

ATOL 

10-8 

io-? 
10-10 

Max rms 
error, 

(percent) 

1.112xl04 

2.022xl03 

20.25 

^rms 

2.792X10-1 

4.011xl0-2 

9.421xl0-4 

CPU, 
(sec) 

4.17 
3.24 
2.52 

times. For example, for test problem 2 the run using LSODE-
B with EPS = 10~5 and ATOL = 10" " required about 3.4 s 
CPU time; in contrast, the run with ATOL = 10 _15 required 
almost 20 s although the solution was not significantly dif
ferent. In addition, as discussed in Part I (4), the solution can 
be adversely affected by a poor choice for the output stations 
at which the solution is desired. 

Tables 2 and 3 show also that the use of temperature 
method A does not result in significantly larger errors than 
those incurred by temperature method B. On the contrary, 
method A can be more accurate than method B - this dif
ference in accuracy is most marked for CHEMEQ. 

To provide a more comprehensive measure of the accuracy 
than the maximum root-mean-square error, we have adopted 
the following procedure. For each run a mean integrated root-
mean-square error, Erms, was calculated as follows 

F = 
1 

Mdt (7) 

where Cend is the end of the prescribed time interval. 
Equation (7) provides a single quantity that is a measure of 

the average error incurred in solving the complete problem. 
The integral was evaluated numerically using Simpson's rule 
modified for unequal step sizes. 

Figures 3 and 4 present the variation of ETms with the user-
supplied local error tolerance EPS. In addition, Table 4 gives 
values of £ r m s incurred by the different runs with LSODE-B 
and EPS = 10~5 for test problem 2. These results illustrate 
the increasing accuracy obtained with reductions in ATOL 
and the significant errors that can be incurred by a poor guess 
for ATOL. Figures 3 and 4 show that all methods used in the 
present study are tolerance-effective (i.e., decreasing EPS 
results in reduced error). For both problems, temperature 
method A is as accurate as method B - in many cases, it is 
significantly more accurate. For problem 2 and EPS = 10~4, 
LSODE-B is more accurate than LSODE-A because of the 
smaller ATOL used. 

Figures 3 and 4 illustrate the significant discrepancies 
between the values specified for EPS and the errors actually 
obtained. For example, for problem 1 a value of EPS = 10 ~2 

(1 percent) has resulted in an average error of almost 50 
percent error for CHEMEQ-B. These plots show that for a 
given value of EPS, LSODE is the most accurate code 
currently available for solving chemical kinetic rate 
equations. However, GCKP84, CREKID, and CHEMEQ-A 
compare very favorably with LSODE for small values of EPS. 
EPISODE is significantly less accurate than the other codes 
because the error control used in it is inappropriate for 
chemical kinetics applications [3]. 

Figures 5 and 6 present the variation of the computational 
work (expressed as the CPU time in seconds required on the 
NASA Lewis Research Center's IBM 370/3033 computer) 
with the mean integrated error for test problems 1 and 2, 
respectively. For both problems the CPU times required by 
temperature method A are less than, or compare favorably 
with, those required by method B to attain the same accuracy 
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Fig. 5 Variation of the CPU time (s) with the mean integrated global 
error (H rms) for test problem 1. All runs on the IBM 370/3033 computer. 
For symbol key, see Fig. 3. 
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Fig. 6 Variation of the CPU time (s) with the mean integrated global 
error (E r m s) for test problem 2. All runs on the IBM 370/3033 computer. 
For symbol key, see Fig. 4. 

levels. This difference is most pronounced for CHEMEQ and 
EPISODE. Note that for EPISODE-B the computational 
work increases with increasing error. 

Figures 5 and 6 illustrate the large differences in the 
computational work required by the different techniques to 
attain comparable accuracy levels. For problem 1 and a one-
half percent mean global error, the CPU time varies from 
about 0.37 s for LSODE-A to over 40 s for CHEMEQ-A. For 
problem 2, this difference is even greater. For both test 
problems LSODE is the most efficient code in the sense that it 
requires the least CPU time to attain a specified accuracy 
level. 

For test problem 2, EPISODE-A compares very favorably 
with LSODE (Fig. 6). However, the solution generated by 
EPISODE was found to strongly depend on the value selected 
by the user for the initial steplength (HO) to be attempted by 
the integrator. A poor guess for HO can result in inaccurate 
and unstable solutions [1-4]. It can also result in excessive 
CPU times. For example, the run using EPISODE-A with 
EPS = 10 ~4 and HO = 10 ~8 s required almost 129 s for 
problem 2; in contrast, the run with HO = 10~7 s required 
only about 0.6 s. 

To attain the same accuracy level, CREK1D requires more 
CPU time than LSODE for both test problems. CREK1D is, 
however, attractive for the following reason. It is intended 

primarily for performing multidimensional calculations of 
chemically reacting flows by coupling it with a hydrodynamic 
equation solver. Currently available hydrodynamic codes are 
at best accurate to within a few percent, so generation of 
highly accurate chemical kinetic solutions is wasteful [10]. For 
problem 1, CREK1D requires approximately 0.3 s to produce 
a solution with a mean global error of about 5 percent, which 
is sufficiently accurate for multipoint calculations of reacting 
flows. This CPU time compares favorably with the 0.37 s 
required by LSODE-A. 

Conclusions 

A comparison of the accuracy of several recently developed 
numerical techniques (GCKP84, CREK1D, LSODE, 
EPISODE, and CHEMEQ) in solving chemical kinetic rate 
equations has been made. This study has shown that LSODE 
is the most efficient code - in the sense that it requires the 
least CPU time to attain a specific accuracy level - currently 
available for solving chemical kinetic rate equations. The 
major difficulty associated with its use is the trial-and-error 
procedure necessary to obtain optimum values for the ab
solute error tolerances for the variables. A poor guess for the 
absolute error tolerance can result in excessive CPU times or 
in seriously inaccurate solutions. When accuracy is not of 
primary concern, as in multidimensional chemically reacting 
flow calculations, CREK1D is an attractive alternative to 
LSODE. 

An important conclusion is that the use of an algebraic 
enthalpy conservation equation for calculating the tem
perature can be more accurate and efficient than evaluating 
the temperature by integrating its time derivative. 
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Design of Combustor Cooling Slots 
for High Film Effectiveness: Part 
1—Film General Development 
The metal liners of gas turbine engine combustors usually have to be provided with 
some form of thermal protection from the high temperatures of the reacting 
mixture of gases contained therein. For aircraft gas turbines, where weight is a 
factor, the protective medium is air. The air is most usually introduced by 
tangential injection as a discrete film at a number of axial stations along the 
combustor liner so that as the cooling potential of one film is depleted it is 
periodically renewed by another. Although invariably referred to as film cooling, 
the most important function of the film air is to act as a relatively cool barrier 
between the vulnerable liner and the reacting gases. The design margin for error is 
very small. Failure to design a cooling slot that provides a high film effectiveness 
can result in thermal damage to the liner. Manufacturing considerations almost 
always determine how a real slot design is reduced to practice. The resulting liners 
(inner and outer in the case of an annular combustor) contain no two slots that are 
exactly alike in aerodynamic behavior and, therefore, in film effectiveness per
formance. Phenomenological models of the film cooling process are invariably 
based on considerations of two-dimensional shear mixing. Empirical factors may be 
introduced to account for the differences in performance existing between two-
dimensional film slots and real slots. However, such methods are not of much help 
in designing a slot configuration that will deliver good performance, for making 
comparative evaluations of competing designs, or in establishing the performance 
penalties associated with compromises made for manufacturing reasons. Heuristic 
arguments are used to derive a dimensionless grouping of internal geometric 
parameters that describe the lateral aerodynamic uniformity of the films produced 
by practical slots. It is assumed that the average film effectiveness is uniquely 
related to the film lateral uniformity. Experimental data from a number of different 
practical slot designs are examined in terms of this geometric mixing parameter, and 
film effectiveness is shown to depend on it over a wide range of axial distances and 
film blowing ratios. It is concluded that the geometric mixing parameter provides a 
means to differentiate good film cooling slot designs from poor ones. 

Introduction 

Thermal protection of high-temperature components 
through injection of a coolant along the outer surface of the 
component is an established technique in many areas of 
engineering. It is usually described as film cooling and is used 
frequently in the gas turbine engine for protecting turbine 
disks, vanes and blades, in afterburner liners, and in main 
combustion chambers; its inverse, film heating, can be used 
for anti-icing of spinners and inlets, and to prevent loss of 
visibility through windscreens during adverse weather. 

In the main combustion chamber of the gas turbine engine 
the metal liners forming the combustor have to be provided 
with some form of thermal protection from the high tem-

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 30th International Gas Turbine 
Conference and Exhibit, Houston, Texas, March 18-21, 1985. Manuscript 
received at ASME Headquarters, December 18, 1984. Paper No. 85-GT-35. 

peratures of the reacting mixture contained therein. This 
protection may be ceramic, ceramic (as a thermal barrier 
coating) with air cooling, or just air cooling. For aircraft gas 
turbines where weight is a factor, the protective medium is air, 
although operating conditions are becoming such that 
relatively thin thermal barrier coatings are now a frequent 
additional feature of these liners. The air is most usually 
introduced by axial injection tangential to the surface as a 
discrete film at a number of axial stations along the liner so 
that as the cooling potential of one film is depleted it is 
periodically renewed by another. 

Although invariably referred to as film cooling because the 
air film does remove some of the heat received by the liners 
from flame radiation, the most important function of the film 
is to act as a relatively cool barrier between the vulnerable 
liner and the reacting gases. The reacting gases can have 
average temperatures between 2473 K (4000° F) and 1700 K 
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Fig. 1 Geometric description of practical slot Fig. 2 Cross section of a typical modern annular combustion chamber 

(2600° F) from front to rear of the combustor, while the 
cooling air temperature is typically around 813 K (1000° F) in 
modern high-pressure engines. The melting point of the liner 
material is in the range 1473-1593 K (2200-2400° F). The 
initial film thickness is normally less than 3 mm (0.1 in.). The 
quantity of air available for use as film cooling is between 
20-50 percent of the total air passing through the combustor. 
Larger amounts cannot be provided without seriously 
compromising the operating requirements of the combustor. 
The distance between individual films is in the range 3-5 cm 
(1-2 in.). From these figures it can be appreciated that the 
design margin for error is very small. Failure to design a 
cooling slot that provides a high film effectiveness within 
these constraints can result in thermal damage to the liner. 
Such damage may be severe enough to lead to premature 
engine removal due to combustor failure, and can cause 
damage to expensive turbine components downstream of the 
combustor in the engine. The result of these shortcomings is 
increased maintenance costs for the engine, making it ex
pensive to own. 

The devices for introducing cooling air along the liner 
surface are called slots, and these may be fabricated from 
sheet stock or machined from forged or rolled stock. Figure 1 
shows some of the features contained in a typical machined 
slot. Slots fabricated from sheet metal are similar, but contain 
a joint and tend to have less flexibility in design of specific 
features. Figure 2 shows a cross section of a modern com

bustion chamber and demonstrates advanced cooling devices 
in the liners. 

Manufacturing considerations almost always determine 
how a real slot design is reduced to practice. In a given 
combustor design, slot heights tend to be standardized from 
front to rear of the liner, as are the distances along the cooled 
surface between individual slots (an odd-size length is 
sometimes used at the rear of the liner to meet overall length 
requirements). These fixed dimensions are to standardize on 
the manfacturing of the details that are assembled to form the 
liner, or to standardize on the tooling for machined liners. At 
this stage, this represents a disregarding of the hot gas tem
perature and velocity variations with position along the liner. 
Slot design modifications to locally optimize the film cooling 
to economize on air as has been proposed [1] are not usually 
made therefore. Cooling air is admitted to the slots through 
one or more lines of individual drilled or punched holes 
around the combustor circumference forming the slot. The 
diameter, pitch-to-diameter ratio, and angle of these holes 
depends on the amount of film air to be added at a particular 
location, the method of producing the holes, the type of slot 
blank into which they are introduced, and the pitch-circle 
diameter on which they are introduced. The shape and in
ternal dimensions of the slot may also be established by the 
limitations of the manufacturing method used, i.e., rolling, 
machining, sheet-metal fabrication, etc. The resulting liners 
(inner and outer in the case of an annular combustor) contain 

N o m e n c l a t u r e 

D 
d 
I 

L 

M 

MIX 
MIX„ 

P 
Re, 

T 
1 c 

T 

Uc 

internal height of slot mixing chamber 
diameter of coolant metering ports 
length of coolant jet from metering port 
discharge to impingement on an internal 
surface 
slot lip internal length; internal flow path 
length 
mean mass velocity ratio, or blowing ratio, 
pcuc/pmu,„ 
preliminary geometric parameter, ps/(dL) 
revised geometric parameter, p/d.s/D.I/L 
pitch between coolant metering ports 
coolant Reynolds number based on uc and s 
slot outlet height 
coolant gas temperature 
mainstream gas temperature 
adiabatic wall temperature 
mass-averaged coolant velocity at slot outlet 
mainstream velocity outside any boundary 
layer at plane of slot outlet 
maximum mean axial velocity in a 
representative run (Z2-Z]), of lateral or 
circumferential velocity profile at normal or 
radial position y 

(Z2-Zl) = 

Greek 

V 
Pc 

Pin 

minimum mean axial velocity in a represen
tative run ( Z 2 - Z , ) of lateral or cir
cumferential velocity profile at normal or 
radial position _y 
average mean axial velocity over lateral 
distance (Z2 - Zx) at normal position y, 
j udz/(Z2 - Z,) 
downstream distance along cooled wall from 
slot outlet plane 
thermal conditional potential core length from 
slot outlet plane 
normal or radial distance from cooled wall 
lateral extent of mean axial velocity lateral 
profile at normal distance^ 

film effectiveness, (T,„ — TSiSA)/{Tm — Tc) 
coolant density 
mainstream density 
dimensionless peak-to-peak value of coolant 
mean axial velocity lateral profile at height y in 
slot outlet plane 
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no two slots that are exactly alike in aerodynamic behavior 
and therefore, in film effectiveness performance. 

Problems of liner cooling and design development toward 
better film behavior are reviewed in [2] and [3]. Reference [3] 
also describes the effects of some slot geometry variations on 
film effectiveness. Experimental data in the literature also 
provide additional information on geometry effects, e.g., 
[4-7] inclusive. However, a calculation procedure is needed 
that relates film effectiveness to both injection conditions and 
slot geometry. 

Phenomenological models of the film cooling process are 
invariably based on considerations of two-dimensional shear 
mixing. Empirical factors may be introduced, often in 
somewhat arbitrary fashion, to account for the differences in 
performance existing between two-dimensional film slots and 
real slots. A survey of such models is given in [8]. Some of the 
more sophisticated of these models can sometimes achieve 
rather satisfying predictions of film effectiveness 
measurements made for real slot geometries in simple rigs, 
and on occasion, in real combustors [9, 10]. However, they 
are not of much help in designing a slot that will ensure good 
performance, for making fast comparative evaluations of the 
relative worth of competing slot designs, or in establishing the 
performance penalties associated with design compromises 
made for ease of manufacture or cost reduction. For these 
purposes an account of internal slot geometry is required. 

Scope 

Heuristic arguments are used to derive a dimensionless 
grouping of internal geometric parameters that describe the 
lateral or circumferential uniformity of the films produced by 
practical slots. Experimental data from a number of different 
practical slot designs are examined in terms of this geometric 
mixing parameter, and film effectiveness is shown to depend 
on it over a wide range of axial distances and film blowing 
ratios. 

Slot Geometry Effects 

Geometry effects on film cooling performance were 
reviewed in [3] and [11]. In [11], it was argued that decay of 
the film from a practical slot is due to two effects: small-scale, 
turbulence-induced entrainment of the hot mainstream gases 
into the cooler film, and large-scale momentum-induced 
entrainment. These two effects arise as follows: 

1 Turbulence generated by the shear between the film and 
the mainstream, turbulence inherent in the mainstream, and 
turbulence generated in the film by the coolant metering 

2 Large-scale entrainment due to the bluff-body 
represented by the slot lip and by lateral nonuniformities 
existing in the film from incomplete mixing-out of the in
dividual coolant jets formed inside the slot by the metering 

Mainstream turbulence effects were quantitatively 
described by Sturgess and Lenertz [12]. Film turbulence 
generation was attributed to the coolant metering ports, 
related to grid-turbulence, and quantitatively described by 
Sturgess [11]. Large-scale entrainment due to the slot lip 
having finite thickness and boundary layers was assumed by 
Sturgess [13] to be accounted for through calculation of a 
conditional potential core length, defined as a region of unity 
film effectiveness for the developing film. In [11], a geometric 
grouping was argued to describe the influence of slot 
geometry on performance, and measured film effectiveness 
data apeared to support this group. The group, however, was 
not general, or widely tested. 

Development of Slot Geometry Characterization 

A promising description of the slot internal geometry was 
developed by generalizing the MIX grouping of [11]. The 

original definition used for characterization of conventional 
slot (like Fig. 1) mixing chambers with single-row coolant 
metering was 

• where 

p = pitch between metering ports 
d = metering port diameter 
s = slot outlet height 

L = slot lip internal length 

The following postulates were made: 
1 Film decay is by entrainment-induced mixing and by 

turbulence-induced mixing. 
2 Entrainment-induced mixing is due to lateral non-

uniformities in the film, and these originate from the coolant 
metering, but are influenced by the internal design of the slot. 

3 "Well-designed" slots have good performance by 
reducing entrainment-induced mixing to a minimum. Clean 
slots, having remote coolant metering, no internal ob
structions, and smooth convergence to discharge (two-
dimensional), have the absolute minimum of entrainment-
induced mixing. Well-designed slots will attempt to reproduce 
clean slots with performance asymptotically approaching that 
of the clean slot. 

4 "Poorly designed" slots have large entrainment-induced 
mixing. A step in the cooled wall with widely spaced coolant 
metering holes arranged in a row along the step represents a 
maximum of entrainment-induced mixing; poorly designed 
slots will have a performance asymptotically approaching that 
of the lipless-step "slot." 

The very reasonable assumption is made that in the film, 
the downstream distribution of normalized adiabatic wall 
temperatures {Tm — Tsacl)/(Tm — Tc) or film effectiveness -q is 
uniquely related to the lateral or circumferential profile of 
axial velocity at the slot exit. This is justified to some extent 
by Fig. 11 of [11]. The profile is determined by the internal 
mixing of the individual coolant jets admitted through the 
metering ports in the slot (see Fig. 1). Experimental results 
[14] for the mixing of a line of jets therefore serve as a guide 
for desirable features in a design. With the introduction of 
discrete jets, entrainment is inevitable. It is clearly desirable 
that the initial entrainment appetite of the jets be satisfied 
through self-entrainment rather than by the jets entraining 
hot mainstream gases directly. Thus it can be deduced that the 
following features represent "goodness": 

• Long lip lengths (Fig. 7 of [3]) 
• Impingement of coolant jets on a solid surface prior to 

discharge (Fig. 7 of [3], Fig. 13 of [11]) 
• Metering ports being placed as close together as possible 

([14, 15] and Fig. 11 of [11]) 

In addition to the postulates, it was assumed that: 
(a) Mean radial or normal profiles of axial velocity at slot 

outlet will not change significantly with blowing ratio M, or 
slot-to-slot with mixing chamber design. 

(b) Where impingement of coolant metering jets is used the 
jet angle with the impingement surface has no first-order 
effect. 

(c) Wholesale turning of the flow within the slot has no 
effect, either positive or negative, on internal mixing. 

With the foregoing postulates and assumptions, dimen
sional and heuristic reasoning was applied and resulted in 
MIX being redefined as MIX^, the subscript N signifying 
"new," where 

and 
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have their original meanings 
internal height of slot mixing chamber where the 
coolant is admitted 
length of coolant jet from metering to im
pingement on an internal surface 
internal flow path length 

Therefore, if the lateral or circumferential uniformity of 
the emerging film at the slot exit is described [11] by 

s,p,d 
D 

L 

where 

¥ = 

film axial velocity crest 
film axial velocity trough 

f in a circumferential or 
(.lateral section of profile at height y 

udz 

(3) 

fe-Zi) 

(z2-z,) 

radial or normal position in slot outlet at 
which the considered circumferential or lateral 
profile exists 
circumferential or lateral distance at radial or 
normal position y to encompass a represen
tative number of velocity crests and troughs in 
the profile 

then 

¥=/ f l(MIX„) 

where fa is an unknown function. The term ^ has values 
falling between zero and unity from its definition. 

Postulates 3 and 4 define reasonable limiting values for 
examining the sense of equation (4). Therefore, using the 
definition of MIXjv from equation (2), and equation (4), 

(a) Clean Slot 
p = 0,d = <s,D»s,I = 0,L»s 
Hence, MIXyv = 0, and as a consequence, ^ = 0. 
For ¥ = 0, wmax =wmin, i.e., uniform profile. 

(b) LiplessSlot 
D=s,L = 0 
Hence, MIXN = °°, and as a consequence, '4'= 1.0, i.e., 
zero mixing before "film" is exposed to the mainstream 

In the limit therefore, equation (4) satisfies postulates 3 and 4. 

Investigation of Mix 

Ideally, the unknown function fa of equation (4) should be 
determined directly from experimental data. Unfortunately, it 
represents a difficult piece of modeling, adequate velocity 
profile information is not available and would be expensive to 
acquire, and it would be a large task to collate and reduce 
such data. However, film effectivenes data from a variety of 
conventional and indirectly metered slots are readily available 
from many sources. The validity of MIX^ can be inferred 
from a study of this data base. 

In order to investigate MIX/v from adiabatic-wall ef
fectiveness data, it is necessary to introduce some further 
assumptions. These assumptions are as follows 

1 Entrainment-induced mixing will be determined by 
MIXW alone. 

2 Turbulence-induced mixing is adequately described by 
the three-zone film model described in [ 11, 12, 13, 16]. 

3 A quantitative prediction of film effectiveness for any 
given slot design is not immediately required. 

Although the three-zone model is far from perfect, the 

second assumption is a reasonable one for the present pur
poses, and is necessary to separate effects. The third 
assumption allows a number of convenient simplifications to 
be introduced into the three-zone model. 

Use of the three-zone mode! enables the important effects 
of slot lip thickness, as shown in Fig. 8 of [3] for all types of 
slot, to be accounted for in the conditional potential core 
region of the film. As a further consequence of adopting this 
model, the simplification of neglecting slot Reynolds number 
and film to mainstream viscosity ratio effects can be made 
since film effectiveness outside the potential core is only 
weakly dependent on them. 

Two further simplifications may be made to the three-zone 
model. First, the experimental data were all taken in wind 
tunnels of similar and low, mainstream turbulence intensities. 
This effect may therefore be neglected. Also, to first order, 
the film turbulences generated by the metering will be similar 
for all practical slots, and they are all greater than the 
mainstream turbulences used in the experiments. The area 
ratio terms used to describe film turbulence [11] can therefore 
be neglected. 

Therefore, for the present purposes, the film effectiveness 
downstream of the potential core can be described in terms of 
the simplified three-zone model and MIXA, as 

V=f,1[ (x-x,j) 
Ms 

MIXA (5) 

where 

fb - unknown function 
x = distance downstream from slot exit 

x„ = conditional potential core length 
(4) M = mean mass velocity ratio (blowing ratio) of coolant to 

mainstream 

The most convenient way to use equation (5) is to examine 
the variation of -q with MIX/v at fixed values of (x—xp)/{Ms) 
for a wide range of slot geometries and blowing conditions. 
The result provides information on film behavior downstream 
of the potential core. 

Experimental Data 

Experimental data were available from a number of slots 
tested over the years. Geometrically, these slot designs could 
be divided into eight distinct classes. These classes were 
delineated as follows: 

(a) Clean slot with realistically thick lip (MIXN = 0) 
(b) Lipless, stepped "slot" (MIX,V = oo) 
(c) Conventional (directly metered) with single row of ports 
(d) Conventional with double row of ports 
(e) Conventional with convergence (both single and double 

row of ports) 
(/) Indirectly metered with single 90 deg turning 
(g) Indirectly metered with double 90 deg turning 
(h) Indirectly metered with multiple 90 deg turning 

A directly metered slot is one where the line of coolant 
metering ports is directly visible when viewed from the slot 
exit. In an indirectly metered slot, these ports cannot be seen 
from the slot exit, due either to the presence of an in
termediate impingement wall, or because they are placed out 
of plane and some flow turning is involved. 

In most of the slot classes slots with more than one com
bination of dimensions were tested. Information was 
available for a total of 18 geometrically different slots. 
Classes (a) and (b) represented the limiting cases referred to 
above. Class (c) included slots with both machined and 
fabricated sheet metal form. Figure 1 represents a slot that 
falls into class (e), the slots just visible in Fig. 2 are of class 
(h). Slots in classes (c), (d), (e), (g), and (h) have all seen 
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Fig. 3 Example of raw effectiveness data 

engine service, other slots in these and the remaining classes 
were experimental. Values of MIX/y for all the real slots 
ranged from a value of 0.34 to one of 1.0. The slot classes 
listed here do not form a definitive list; other classes can be 
described and are used in some engines. 

The film effectivenesses used were the lateral averages of 
several lines of axial measurement at several lateral stations. 
These lines were removed from the tunnel sidewalls. This 
averaging supposes that the overall wind tunnel performance 
was a good approximation to two-dimensional flow, and this 
was so. With use of an average effectiveness it is the impact of 
slot mixing chamber characteristics on mean film per
formance that is being studied. 

Data Reduction 

An example of the raw laterally averaged, film effectiveness 
data from one of the slots (class (e)) examined is given in Fig. 
3. The data in this case were for a fixed mainstream velocity 
and cover a range of blowing ratio, and by this means, a range 
of slot Reynolds number also. Slot heights varied slot-to-slot 
so a variation in slot Reynolds number was obtained by this 
means too. For some of the runs of other slots mainstream 
velocity was also a variable. In these cases, mainstream 
boundary layer effects were taken to be accounted for in the 
potential cores. From the raw data the thermal potential core 
lengths were extracted in the manner illustrated in [13], by 
plotting effectiveness against the natural logarithm of 
dimensionless distance x/s and extrapolating a straight line 
through the data representing the transition region of the 
three-zone model (see [12, 13, 16]) to unity effectiveness. This 
is discussed in more detail in the second part of this paper. 
The data for each slot were correlated against the group (x — 
xp)/(Ms) from equation (5). Such a correlation for the raw 
data from the class (e) slot of Fig. 3 is shown in Fig. 4. The 
majority of the data spread in the correlation plot can be seen 
to be associated with the uncertainty in the raw data. It is only 
fair to add that Fig. 4 is one of the better correlations. 

From correlation plots like Fig. 4 the values of effectiveness 
pertaining at values of (x—xp)/(Ms) of 15, 25, and 40, 
respectively, were picked off and were plotted against the 
calculated values of MIXW appropriate for each different slot. 
The values of effectiveness were taken for the middle of the 
scatter in the correlated data at each (x—xp)/(Ms). Values of 
(x—xp)/(Ms) of greater than 25 are appropriate for the 
dilution zone of the combustor, values for the_ primary zone 
are typically in the range of 6 to 10. Values of M are generally 
2 or greater in primary zones and 0.5-1.5 in dilution zones. 

To apply the expression for M\XN (equation (2)) to double-
row metering ports, the pitch used for staggered jets was the 
effective pitch for both rows, taken as one-half the geometric 
pitch for a single row of the ports. The port diameter used was 
a mass-weighted mean to account for those slot designs that 
split the total coolant flow unequally between the rows of 
metering. The fact that the two rows could be at essentially 
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Fig. 4 Example of correlated effectiveness data for a class (e) slot 
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Fig. 5 Effect of mixing chamber design on downstream film 

right angles (see Fig. 1) was ignored. The length of the jet to 
impingement (7) was estimated by projecting the metering 
port centerline until a solid surface was encountered. For 
those slots having the metering port centerlines parallel to the 
cooled surface (see Fig. 1 - 6 = 0) (rig models only as difficult 
to manufacture in production), I was taken as equal to L. For 
double-row metering I was a mass-weighted mean obtained 
from independent estimates for each individual row of ports. 
For those indirectly metered slots involving wholesale turning 
of the flow, the length L was based on the centerline distance 
for the slot passage total length from coolant inlet to 
discharge. 

Results 

The plots of average effectiveness rj against the values of 
MIX/v at each value of {x—xp)/(Ms) are shown in Fig. 5. The 
lines shown are drawn through the data points. The values of 
•q for the lipless design, being for a slot having a MIXW value 
of infinity, are shown as asymptotes. Figure 6 shows a 
crossplot of i} against (x—xp)/(Ms) made from Fig. 5, for the 
limiting geometries and for two imaginary practical slots 
described arbitrarily as "good" and "poor" designs 
respectively. In this figure the zero value of the abscissa 
represents the end of the thermal potential core where by 
definition, effectiveness is unity for all slots. 

Considering the extensive nature of the data manipulation 
required to produce the plot, Fig. 5 shows excellent 
correlation of data for all values of (x-xp)/(Ms). No effect 
of slot Reynolds number is significant despite the order of 
magnitude_ variation that exists in the data. At each value of 
(x-xp)/{Ms) the mean line through the correlated data points 
clearly shows the asymptotic end behavior, as was postulated 
and as revealed in the limit analysis. The effect of real slot 
geometry, as represented by MIXN, on effectiveness decreases 
as (x—xp)/(Ms) is increased. This is more clearly evident in 
Fig. 6 where the cross-plotted lines representing the clean slot 
and the lipless slot limits tend to converge at large (x— 
xp)/{Ms). At given (x—xp)/(Ms), effectiveness is not much 
affected by mixing chamber geometry until MIX^ reaches a 
value about 0.3, at which point there is a sharp decline. For 
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Fig. 6 Demonstration of dependence of film downstream performance 
on slot design 

MIX/v greater than about 0.9, there is not much further 
decline in effectiveness. 

Discussion 

The satisfactory correlation of the data achieved in Fig. 5 
together with the correct asymptotic behavior at both high 
and low MIX^, values indicates the essential correctness of 
equation (5) and demonstrates the success of the simple MIXA, 
parameter for characterizing the mixing chamber geometry 
for a wide variety of practical and experimental film cooling 
slots. The data correlated were for 17 different slots falling 
into 7 distinct classes, one of the original classes being 
eliminated for proprietary reasons. The ranges of the major 
variables (excluding the limiting geometries) were as follows 

s, mm 
p/d (effective) 

L/s 
M 

Re, 
u.„, m/s 

3-8 
1.3-3.1 
2.4-5.9 
0.2-4.5 
1,300-24,000 
8.6-41 

The postulates and assumptions used to arrive at the 
formulation of equation (5) and resulting in Figs. 5 and 6 
appear to be justified by the success of Fig. 5; in particular, 
that, all else being equal, film development is dictated by 
large-scale film entrainment processes associated with the 
initially highly three-dimensional character of the film. When 
the slot internal geometry results in low values of MIX^, the 
performance of idealized, clean slots can be approached. This 
is due to improved lateral or circumferential film uniformity, 
as Fig. 7 illustrates. The lateral effectiveness variation shown 
parallels the lateral "saw-tooth" variation in mean axial 
velocity measurements shown in Fig. 10 of [11]. However, it is 
surprising that: 

1 The unaccounted-for radial mean velocity profile at slot 
outlet does not appear to exert much influence with either 
blowing condition, slot Reynolds number, internal passage 
turning, or mixing chamber design. This might be because 
radial velocity profile changes are more important in the 
initial regions of the film, i.e., in the conditional potential 
core region and are not so important in the downstream 
regions of the film due to rapid profile rearrangement. If this 
is so, the effects would not be detected in the present study. 

2 The double-row metering, lines of jets essentially at right 
angles to each other, apparently acts only to halve the ef
fective pitch of the metering. Any effect of jet turning through 
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Fig. 7 Illustration of influence of MIX/v on film uniformity 

90 deg in the mixing chamber, for a significant portion of the 
total coolant flow entering, seems not to be felt downstream 
of the potential core. 

These two observations above might also be taken as 
support of one of the major assumptions made, that 
wholesale turning of the flow within the slot has no effect on 
internal mixing. However, turning a flow in a duct is usually 
understood to generate secondary flows [17], which certainly 
can influence mixing. The implication of the apparent lack of 
effect is that another, dominant, effect could be present. 

At the levels of effectiveness required in the aircraft gas 
turbine engine combustor (0.5-0.6 minimum) the difference 
in performance between a "good" slot and a "poor" slot in 
Fig. 6 (0.1-0.15 in effectiveness within the working range of 
(x-xp)/(Ms)), although small, is enough to make the dif
ference between successful liner cooling and complete liner 
failure. Really good indirectly metered slot designs can ap
proach clean slots (albeit with thick lips) in cooling per
formance. However, poorly designed, indirectly metered slots 
can be inferior to a well-designed conventional slot. A poorly 
designed conventional slot can be as low in performance as a 
machined lipless slot design, with the lipless design having 
better durability, since it has no unsupported lip overhang 
(Fig. 1) to overheat and fail by buckling or creeping closed [3]. 
The designer's problem is that he does not have complete 
freedom to select slot lip length, metering port pitch-to-
diameter ratio, and other geometric parameters independently 
of either structural analysis and/or manufacturing technique 
and cost. 

Figure 5 shows the usefulness of the MIX/v parameter in 
characterizing the internal geometry of film cooling slots. 
MIXW can be used to decide the merits of competing slot 
designs and to assess the possible relative impacts of 
manufacturing tolerances on performance. 

It should be recognized that although Fig. 5 does illustrate 
the usefulness of MIXA, as a means of geometry charac
terization and to indicate trends, it does not represent through 
Fig. 5 the whole story with respect to performance. This is 
because the potential core region is; not considered, and 
potential core has been demonstrated [18] as forming a 
significant portion of the panel length that can be cooled 
adequately by a single, well-designed slot. The potential core 
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region emerges again here as being extremely important, not 
only as part of the three-zone model upon which this study is 
based, but also because of the foregoing observations with 
respect to possible radial velocity profile effects and the 
apparent unimportance of bulk flow turning. The potential 
core is explored further in the second part of this paper. 

Conclusions 

Heuristic arguments have been used to formulate a 
geometric description of the internal features of practical film 
cooling slot designs. This description is simple and appears to 
be fairly general; it is easy to estimate. It covers features used 
in conventional and established slot designs, features used in 
the latest generation of slot designs, and features used in 
unconventional experimental designs. An existing model of 
film cooling was used to characterize operating conditions so 
that measured values of film effectiveness obtained from 
numerous tests of many slot geometries could be analyzed in 
terms of the slot internal geometry. The following conclusions 
were drawn: 

1 The simplified three-zone model of film cooling does 
provide a suitable performance group for examining the 
efficacy of the geometric grouping MIXyv as a parameter for 
describing the effects of slot internal geometry on down
stream film development. 

2 For operating group values typical of the aircraft gas 
turbine combustor, the MIX/v parameter satisfactorily 
correlates laterally averaged values of measured film ef
fectiveness. 

3 The success of the geometric group MlX/y as a 
correlation parameter for a range of nonsimilar slots over a 
wide range of operating conditions supports the postulate that 
film development for practical slots over axial distances of 
current interest is dominated by large-scale mass-entrainment 
processes. 

4 When characterized through MIX/v, film effectiveness 
for practical slot geometries falls between the two asymptotic 
conditions represented respectively by thick-lipped, idealized, 
two-dimensional slots and lipless slots. Low values of MIXN 

result in film performances that approach the ideal slot, while 
high values of MIX/v give lower effectivenesses approaching 
those of the lipless slot. 

5 MIX^ can be used to rank the likely performance of 
competing slot configurations. A superior configuration will 
have a low value of MIXW. MIX^ can also be used to some 
extent for assessing potential performance penalties 
associated with manufacturing tolerances applied to a given 
design. 

6 The initial region of the film, conditionally described as a 
potential core, is a critical part of film development and must 
be described before MIX/v can be used in a predictive 
capacity. 
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Design of Combustor Cooling Slots 
for High Film Effectiveness^ 
Part II—Film Initial Region 
A heuristically based geometric grouping has been used to relate the geometry of 
practical film cooling slots of gas turbine engine combustors to the circumferential 
uniformity of axial velocity in the film and the average film effectiveness. To be 
satisfactory, the cooling performance of a slot has been shown to require a low 
value of this group. A study of film development has been extended to the initial 
region of the film where cooling performance is at its maximum. It is demonstrated 
that such a region exists for both practical slots and idealized two-dimensional slots, 
but that the character of the initial region flow is completely different for practical 
slots and cannot be described by the same methods as can be used for two-
dimensional slots. 

Introduction 

Film cooling is a successful and essential technique to 
protect the liners of combustors for aircraft gas turbine 
engines. The thermal environment is particularly severe in 
modern, high-performance engines, so that the margin for 
design error in cooling is quite small. With the amount of air 
available for cooling being strictly limited, cooling slot 
designs must have high performance. However, they must 
also be structurally sound and inexpensive to manufacture. A 
compromise among these three, usually conflicting, demands 
commonly has to be made. In order to reach such a com
promise, a link has to be established between the film cooling 
performance of a slot design and the geometrical features 
embodied in that design. 

A summary of film cooling performance and general 
descriptions of the effects of some slot geometrical 
parameters are given in [1] and [2]. These studies have been 
extended in the first part of this paper to include a 
heuristically based geometric grouping of slot internal 
dimensions MIXJV [3] that describes the lateral uniformity of 
the films produced by practical slots, where 

MIXA 
psl 

d~DL 
(1) 

where 

s = 

P = 
d = 
L = 
D = 

slot outlet height 
effective pitch of metering ports admitting coolant 
metering port effective diameter 
slot internal passage length 
internal height of the slot mixing chamber where 
coolant is admitted 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 30th International Gas Turbine 
Conference and Exhibit, Houston, Texas, March 18-21, 1985. Manuscript 
received at ASME Headquarters, December 18, 1984. Paper No. 85-GT-36. 

/ = length of coolant jet from metering to impingement 
on an internal surface 

The normalized adiabatic wall temperature distribution 77 is 
functionally related to MIX^ and the injection parameters 
through a simplification of the three-zone model [4, 5] by 

V=f 
(x-xp) 

Ms 
MIXA (2) 

where 

x = distance downstream from slot exit 
xp = conditional thermal potential core length 
M = mean mass velocity ratio (blowing ratio) of coolant 

to mainstream 

Experimental data over a wide range of blowing ratios from 
17 different slots of 7 distinct classes of slot design were used 
to show the utility of MIX^ for describing the slot per
formance in the film downstream of the conditional potential 
core (representation in the three-zone model). A high value 
for MIX/v indicates poor slot performance through low ef
fectiveness. The so-called potential core region emerges as a 
parameter of importance for further clarification and in
vestigation. 

Scope 

Experimental data are used to establish that the geometric 
grouping of slot internal geometric parameters MIX^ does 
characterize some aspects of the conditional potential core 
region in practical film cooling systems. However, while 
MIX*/ does permit the relative merits of different slot designs 
to be compared in quantitative fashion, it does not provide a 
complete description of the potential core. Computational 
fluid dynamic calculations are used to substantiate limited 
flow visualization that the films from practical slots contain 
some degree of vortical motion in the conditional potential 
core. 
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Conditional Potential Core
For two-dimensional, ideal geometry slots a conditional

hydrodynamic potential core is simply identified [4] as the
region of comparatively low turbulence between the edge of
the boundary layer growing on the cooled wall, and the inner
edge of the growing shear layer established off the slot lip
between the coolant flow and the mainstream flow. The
boundary layer and the shear layer will both have higher
turbulence levels than the flow between them. The potential
core length is defined as the downstream distance from the
slot lip to where the wall boundary layer and the lip shear
layer grow into each other. The appropriate "edges" of the
layers are defined as the position in the axial velocity profiles
where the local velocity reaches 99 percent of the coolant
mean velocity. Figures I(a, b) show such velocity profile

development and measurement of the potential core length
[4].

The thermal potential core can be obtained from the
hydrodynamic value through assumption of either Reynolds
analogy, or a Prandtl-Taylor flow where the Prandtl number
is based on a suitable film mean temperature. Alternatively,
the thermal potential core can be measured directly through
the normalized adiabatic wall temperature distribution or film
effectiveness 'Y/ and is defined as the downstream distance for
which 'Y/ has a value of unity. For equivalency of
hydrodynamic and thermal cores, a thermal boundary layer is
presupposed on the cooled wall in the initial region.

When the three-dimensional character of the flow from real
film cooling slots is realized [I], it is reasonable to question
the existence of a definable potential core in this context.

Flow visualizaton in a water tunnel by means of time
averaged photographs of tracer-dye introduced into the

____ Nomenclature

D slot internal height at mass velocity ratio of xp conditional potential core
coolant metering coolant to mainstream length

d diameter of coolant MIXN geometric correlation group y distance normal from
metering ports defined by equation (I) cooled wall

I distance from metering to p pitch between coolant z lateral distance
coolant jet impingement on metering ports

Greek Symbolsinternal surface s slot height at outlet
K specific kinetic energy of u local axial velocity in film Ow lip trailing-edge thickness

turbulence iie mean coolant velocity at E dissipation rate of K
L slot internal flow path slot outlet 'Y/ normalized adiabatic wall

length x distance downstream from temperature distribution, or
!VI mean blowing ratio, or slot outlet film effectiveness
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Fig. 4 Bubble injection in water tunnel flow model of practical sheet
metal film cooling slot showing vortex formation in film

VORTEX PAIR

ZONE OF 1,0.
HIGH vELOCITV FLOW

iii ~--""TT-"""-'M"-----j ENO OF lIP

OlOWIUG RAllO. '.S

PlAN VIEW

(NOOI
SlOl

".
l-

Fig.3 Indications of initial region through temperature·sensitive paint
on combustor liner after engine test

Fig. 5 Thermogram of film heating of an adiabatic flat plate showing
lateral variations in surface temperature due to incomplete film mixing

Fig. 2 for a class (c) slot is compared with that of Fig. 7 for a
class (h) slot (for slot classifications, see [31) at the same
blowing ratio, it is immediately apparent that different
designs of slot do have different dimensionless potential core
lengths. Therefore, some relationship between xpls and
MIXN might be expected.

It is reasonable to anticipate that some relationship would
also exist between potential core length and blowing ratio M.
For those slots that do a good job of mixing out individual
coolant jets before the coolant is exposed to the mainstream,
mixing of the resultant film with the mainstream should be
shear dominated, and a local maximum of potential core
length at some value of M (dependent on the radial or normal
profile of axial velocities) is to be expected.

Figure 8 shows the measured dependency of dimensionless
thermal potential core length xpls on the average blowing
ratio M for practical slots of different MIXN , all having
dimensionless lip thicknesses owls, in the range 0.4-0.8. All
slots show a local maximum in potential core, with the op
timum values of M being slightly different. The sharpness of
the potential core peak becomes less as the value of MIXN for
the slot increases. This suggests the dominance of shear
mixing decays as MIXN increases, as would be anticipated.
The potential core length is reduced as MIXN increases both
at the optimum blowing peak, and at the subsequent plateau
that exists for Ms out to 4-5.

Figure 9 shows that the maximum dimensionless potential
core length (at optimum blowing) decreases linearly with
increasing MIXN • The slots shown all have lip thicknesses in

mainstream suggests that the potential core concept is
reasonable as described, Fig. 2. Similarly, post-engine test
inspection of temperature sensitive paints on actual com
bustor liners shows a region immediately downstream of slot
lips, Fig. 3, (region marked" 1") that represents temperatures
close to unmixed cooling air temperatures, and therefore,
good cooling. This appears supportive of the existence of
something that might be described as a potential core.
However, flow visualization by means of air bubbles in
troduced into the upstream coolant-side of a practical slot in
the water tunnel shows the formation of vortical flow within
the slot due to mutual self-entrainment by adjacent jets of
coolant and impingement on slot internal surfaces. The vortex
pairs are discharged from the slot and persist in the
developing film. This is shown in Fig. 4. The motion is clearly
completely different from the conditional hydrodynamic
potential core described for classical clean slot geometries. It
is not amenable to simple shear flow analysis as developed in
[4] and proposed in [6].

Figure 5 is an infrared photograph of practical slot flow
with heated coolant over an adiabatic flat plate (film heating,
the inverse of film cooling). It shows at any axial station the
lateral variation in adiabatic wall temperature arising from
coolant film nonuniformities. Of course, it cannot provide
any information on the nature of these nonuniformities. This
particular slot had a fairly low value of MIXN . For the
purposes of investigating MIXN in [3], lateral averages of film
effectiveness were used. When the average film effectiveness
is plotted against the natural logarithm of dimensionless
distance Xis, a straight-line extrapolation through the data
(representing the transition region of the three-zone model) is
possible to ascertain a distance of implied unity effectiveness.
This could be done for the practical slots. It satisfies the
definition of thermal potential core length given above.
Figure 6 illustrates the process for a slot of class (c) geometry,
as described in [3].

Therefore, although it appears proper to talk about thermal
potential cores for slots of both classical, clean design, and
practical designs, it should be recognized that
hydrodynamically, these "potential cores" may be quite
different in character.

Relationship of Thermal Potential Core to MIXN

The present objective is to show that the internal geometry
of practical film cooling slots is adequately described by the
MIXN parameter. In Part I [3], this was established for film
development downstream of a critical initial region. The
critical initial region has been designated as a thermal
potential core, and it has been shown above that such a region
exists for practical slot geometries. If the flow visualization of
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Fig, 7 Demonstration 01 a longer potential core lor a low MIXN slot

the range 0.4-0,8 slot heights, Data for a classical clean slot
with owls's of 0,38 and 0.58 are included [4], and that for the
slot with owls of 0,58 (approximately midway between 0.4
and 0.8) lines up nicely with the practical slot data. (An idea
of the effect of lip thickness can be obtained from Fig. 8 of
[2]). Also shown on Fig. 9 is a similar plot of the plateau
values of xpls, for the same sl()ts. (Not all of these slots had
test-points at sufficiently high M-values for their plateaux to
be adequately defined.) Again, the relation with MIXN is
linear, and the clean slot data agree well with the practical slot
results.

When the value of optimum blowing M oP' (value of Mat
which xpls reaches a maximum) is plotted against MIXN , no
relationship exists between them at all.

Character of Flow in the Potential Core
To obtain a comprehension of the character of the flow

from a practical slot, computational fluid dynamics (CFD)

was used. A numerical simulation was made of the slot shown
in Figs. 2 and 4.

Numerical Simulation. The numerical simulations were
made using a viscous flow code for turbulent, recirculating
flows, which was a derivation of the so-called TEACH-code
originated at Imperial College, London, England, as a
teaching aid [7]. The approach used stays within the
framework of continuum mechanics and uses a statistical
description of turbulence coupled with the accepted Eulerian
flow description offered by the Navier-Stokes equations of
motion. Closure to the resulting time-mean equations is
provided by turbulence modeling of the eddy-viscosity type.
The modeled partial differential equations are manipulated
into a general form that permits a single solution algorithm to
be used for a numerical procedure. A compound finite dif
ferencing scheme is used to discretize the equations. More
details of this type of code can be found in the results of a
recent National Aeronautics and Space Administration
(NASA) study of such methods [8].

The calculations were made using a three-dimensional
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Fig. 10 Longitudinal section through a high MIX^ slot of con
ventional design with calculated streaklines 
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Fig. 11 Longitudinal section midway between cooling ports showing 
three-dimensional flow inside slot 

version of the code. The finite differencing scheme was an 
improved-accuracy compound blend of central, upwind, and 
bounded skewed upwind differencing, which was developed 
under NASA sponsorship [9]. The turbulence model was the 
two-equation, or K - e, model. There were some other slight 
differences from the standard TEACH-code. 

Three-dimensional calculations were made on a 22 x 18 x 
11 grid. The calculation domain extended between the cen-
terlines of a pair of adjacent coolant metering ports, where 
symmetry was used as a boundary condition. Axially, it 
extended 8 slot heights downstream of the slot exit. Based on 
Fig. 8, this distance should be more than sufficient to cover 
the potential core region. The flow was isothermal, constant 
density, with a blowing ratio M of 1.5 and had a mainstream 
that was uniform in the plane of the coolant ports. The 
complete boundaries of the circular metering ports were 
represented in "stair-step" fashion by 20 nodes formed by the 
orthogonal grid. The coolant jets entered the slot mixing 
chamber with an angle of 40 deg to the slot lip. All dimensions 
shown on the figures are in arbitrary units. From a com
putational point of view, this is immaterial since the relevant 
turbulence quantities are expressed in terms of these 
dimensions. The dimensions do have the correct relationships 
to each other for practical cooling slots. The flow parameters 
are also correct for the application. The lip thickness to slot 
height ratio was 0.435, and the MIX^ value of the slot was 
0.792. 

Flow visualization was provided by a technique known as 
streaklines. Streaklines are the computational analogue of 
fine aluminum tracer-powder particles momentarily 
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Fig. 12 Lateral section at midslot height showing flow buildup 
between port centerlines 
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Fig. 13 Vortex development midway down slot 

illuminated as they are carried by the flow through a finite-
thickness thin sheet of laser light, as used for example, in 
water tunnels. Streaklines are not streamlines, nor are they 
vectors, although they have some characteristics of both. The 
code can generate either random streaklines or uniform lines 
of origin, in this case the uniform mode is used. 

Flow Visualization. It is difficult to mass display three-
dimensional flows in monochrome on a two-dimensional 
medium such as a sheet of paper. This is compounded if the 
flow to be represented is complex because the streaklines are 
frozen in time. In an actual water tunnel or on a computer 
terminal, the streaklines are dynamic, many realizations may 
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Fig. 14 Demonstration that all of slot flow is involved in vortices at 
exit from slot 
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Fig. 15 Calculated vortices are shown to persist well out into initial 
region of film (1.5 slot heights here) 

be viewed, and the field of view may be easily changed in 
position or rotated at a fixed position to enhance com
prehension. In order to build up a complete mental picture of 
the flow, it therefore becomes necessary to display a number 
of sections through various planes in the flow. 

Figure 10 shows a longitudinal section through the center of 
a coolant metering port. Coolant can be seen entering the 
mixing chamber through the port and impinging on the inner 

surface of the slot lip. However, most of the flow visible in the 
slot and just downstream of it in the initial region of the film 
is entering the field from out of this plane. Mainstream flow 
round the lip and into the film can be seen. A longitudinal 
section midway between coolant ports is shown in Fig. 11. As 
is to be expected in this case, all the slot flow is entering from 
out of plane, demonstrating the three-dimensional nature of 
the slot flow. 

Figure 12 shows a plan view taken at the midslot height; the 
slot lip ends at an x value of 0.40, and the adjacent pair of 
coolant half-jets can be seen. Clearly, the flow is complex and 
the coolant jets do not simply expand like an unconfined 
single jet. At this plane the concentration of flow is between 
port centerlines rather than on them, as might have been an
ticipated. Planes taken very close to the cooled wall and to the 
lip wall exhibit flow patterns that are very different from this, 
and which are different from each other. This is a reflection of 
the coolant impingement on ths slot lip and the crossflows this 
sets up. Crossing of the streaklines in regions of high activity 
may be seen, and this is because of the finite thickness of the 
computational light sheet. 

A cross section about halfway down the slot is displayed by 
Fig. 13. If further explanation of the slot flow revealed by 
Figs. 10-12 is needed, this figure provides it. The coolant flow 
within the slot is vortical, with each coolant jet forming a pair 
of counterrotating vortices. Note that the mainstream flow in 
this view is normal to the plane of the paper. Figure 14 gives a 
similar cross section just downstream of the slot lip. The 
vortices can be seen engaging the flow in the wake off the slot 
lip, and the mainstream flow is being drawn into the film. 

Figure 15 is a further cross section about 1 1/2 slot heights 
downstream of the lip in the initial region of the film. The 
vortex motion persists, and about half of the mainstream flow 
now has a velocity component drawing it into the film. The 
entrained mainstream flow is directed down to the cooled wall 
between coolant port centerlines. 

Summary of the Flow. The flow inside the slot quickly 
develops a counterrotating vortex pair from each port ad
mitting coolant into the mixing chamber. The vortices are well 
developed at the end of the slot lip and persist out into the 
initial region of the film. Mainstream flow is entrained into 
the film by the vortex pairs and initially reaches the cooled 
wall between metering port centerlines. The calculated 
vortices reproduce the water tunnel observations of Fig. 4. 

Figure 16 presents the calculated profiles of axial velocity at 
the slot outlet, showing the lateral variation at midslot height 
and, the normal profiles on coolant port centerlines and 
midway between ports. The velocities are nondimensionalized 
by the mean coolant velocity uc. The lateral distance z is 
normalized by the port pitch, and the height above the cooled 
wall y by slot height. In theory, the lateral profile should be 
symmetrical about zip of 0.5, and the radial profiles at zip of 
0.0 and 1.0 should be identical. They are not. This is because 
the grid upon which the calculations were made was not 
symmetrical about zip of 0.5, and this is of significance for 
grids as coarse as the one used presently. 

Laterally, the axial velocity is extremely nonuniform, with 
a peak over twice that of the mean and occurring between the 
coolant ports. In-line with the metering ports the axial 
velocity peaks towards the cooled wall, whereas midway 
between ports the normal profile is fairly flat, with a slight 
tendency to peak towards the slot lip. These results might not 
have been entirely anticipated from phenomenological 
arguments. The profiles are the way they are through the 
action of the vortices formed. 

Slot with Low MIX^v- It is desirable to ascertain if there are 
any changes in the character of the film initial region as the 
value of MIXJV is changed. To this end, a test geometry was 
devised to produce a very low value of MIXN . The geometry 
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Fig. 16 Calculated profiles of axial velocity at slot outlet 
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Fig. 17 Longitudinal section through low MIXN test geometry with 
streaklines showing flow field 

was chosen to include impingement of the coolant jets, a 
folded configuration to give an extended flow path, an in
termediate expansion, and an overall convergence. These 
features should have been helpful in mixing out the individual 
jets. The folded flow path also turns the coolant through a 
full 360 deg rotation during its travel. The value of MIX^ that 
resulted for this configuration was 0.17, such that the cooling 
performance of this "slot" if it could have been made, should 
be good [3]. 

The calculations were performed on a 14 x 12 x 6 grid, 
which is a very coarse grid although the rectilinear form of the 
slot was helpful in this respect. Only the flow in the slot was 
calculated, i.e., no mainstream. 

Flow visualization in this case was by random streaklines. 
Figure 17 shows the geometry and the general flow charac
teristics, and is a longitudinal section through the center of a 
rectangular coolant port. At the first flow turn following 
impingement the streaklines reveal the highly three-
dimensional flow. A lateral section at about midheight of the 
coolant port is given in Fig. 18. It shows that impingement of 
the coolant jet and its confinement by adjacent jets on either 
side generates a vortex pair, much as for the high MIX/v slot. 
The vortex pair is carried around the first series of turns, and 
is responsible for the three-dimensionalities evident in Fig. 17. 
The vortex pair can be detected in the recirculating flow 
formed on the downstream side of the center partition (im
pingement wall). Figure 19 is a cross section taken in the 
outlet. Significant vortex motion persists even in the outlet, 
although the v and w velocity components have been reduced 
by a factor of 3-5 from their formation values at the jet inlet. 

The lateral profile of axial velocity at midheight in the 
outlet is rather flat with a maximum u/uc of 1.22 occurring on 
the slot centerline position, and a minimum of 1.02 midway 
between port centerlines. These values can be compared with 
those for the high MIXN slot. The profiles of axial velocity 
normal to the cooled wall at the outlet peaked towards the 
cooled wall. This peaking persists across the outlet but is 
much more pronounced in-line with the jet inlet where the 
maximum u/uc was 1.52. 

Discussion 

The intent was to determine if the slot geometric parameter 
MIX^ described the initial region of cooling film develop
ment. The initial region of the film was conditionally 
described as a potential core. The existence of a distinct initial 
region was demonstrated for practical slots in Figs. 2, 3, 6, 
and 7. However, the bubble tracers introduced inside a slot 
suggested in Fig. 4 that the hydrodynamics of this initial 
region were not the same as those described in Fig. 1 for a 
two-dimensional slot. This was not immediately evident when 
the (dye) tracer was introduced on the mainstream side of the 
mixing flow, Figs. 2 and 7. However, these two figures did 
demonstrate the existence of some kind of initial region and 
that different practical slots could have different dimen-
sionless "potential core" lengths. 

It was shown in Fig. 8 that the thermal potential core length 
(defined as in Fig. 6) varied with the mean blowing ratio. The 
nature of this variation suggested a degree of dependency on 
shear mixing of the mainstream with the growing film, the 
local peaks suggesting a "matching" condition. However, the 
peaks in dimensionless thermal potential core indicated this 
became less pronounced as the values of MIX^ for the slots 
increased. This is consistent with the postulates made in the 
first part of this paper concerning the relative parts played by 
turbulence-induced (shear generated) mixing and en-
trainment-induced mixing in film decay. The implication is 
that shear mixing becomes less important in the initial region 
as MIXJV increases and entrainment-induced mixing 
dominates. 

Shown in Fig. 9 are the maximum values of dimensionless 
potential core length at optimum blowing ratio, and the 
plateau values reached at high blowing ratio, plotted against 
MIXW for each slot. The relationship between potential core 
length and MIXJV is linear in each case for the range of data. 
Potential core length should be zero at infinite MIX/v- It 
should be remembered that there is an effect of slot lip 
thickness (see Fig. 8 of [2]), so that the results only apply for 
the ranges stated. MIX,v does, therefore, describe the initial 
region, at least in terms of the best performance possible. 
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Fig. 18 Lateral section through coolant port showing calculated 
vortex formation and persistence in recirculated flow behind partition 

With a linear extrapolation beyond the available data the 
curves of optimum xp/s and plateau xp/s do not cross at 
positive xp/s. However, within the uncertainty of xp deter
mination, a crossing at zero xp/s takes place for MIX/v about 
1.2. If this value of MIXJV is entered into Fig. 5 of the first 
part [3]_of this paper, the lines through those data for all (x -
xp )/{Ms) indicate at MIXN of 1.2 almost perfect agreement 
with the lipless slot asymptotes. By definition, the lipless slot 
has zero potential core length. There is consistency, therefore, 
between the two sets of correlated data. Figure 9 also shows 
that for MIXN greater than unity it should be impossible to 
detect an optimum blowing ratio. Figure 8 supports this. 
Thus, for MIX/v greater than unity, shear mixing is in
significant. 
_ MIXN does not define either the value of optimum blowing 

Mopt or, the value of M at which the plateau is reached. For 
simple shear mixing with a thin slot lip and plug flows on 
either side of it, the optimum potential core length in 
isothermal flow occurs for a velocity ratio of unity. 
Deviations from unity velocity ratio as an optimum occur 
with temperature ratio, thickness of lip, and development of 
nonuniform velocity profiles normal to the cooled wall (see 
Fig. 9 of [1], for example). M\XN is not set up to account for 
these factors. Pure shear mixing in the initial region of the 
film is only applicable for two-dimensional slots. Since the 
highest values of potential core lengths at the potential core 
lengths at the optimum and plateau blowing are observed for 
MIXN of zero, i.e., two-dimensional slots, shear mixing gives 
the minimum entrainment of mainstream into the film. This is 
the expected behavior. 
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Fig. 19 Transverse cross section at outlet showing vortices despite 
low MIX/v geometry 

The CFD studies proved most useful in explaining the 
details of the behavior of the three-dimensional flows within 
practical slots. Figures 14-16 in particular, show the for
mation of persistent vortices within the high-MIX^ slot, and 
confirm the water tunnel observations of Fig. 4. The 
calculated profiles of axial velocity in Figs. 16 and 17 bear 
interesting comparison with Figs. 9 and 10 of [1]. They also 
may be related to the lateral variation of film effectiveness in 
Fig. 7 of the first part of this paper [3] and to the isotherms of 
Fig. 5 of this part. 

The most important finding is that slots with a high value of 
MIX^ have an initial region that consists entirely of vortices 
(Fig. 15) rather than simple shear layers as had previously 
been supposed. Calculation methods for potential core length 
that are based on considerations of shear mixing [4] are seen 
to be inappropriate. The successes achieved by such methods 
[4, 5, 1] are more apparent than real. The adequate com
parisons with measurements (e.g., [1]) arise through the 
incorporation of empirical factors that were supposed to 
account for normal and radial profile variations, the limited 
range of injection variables covered, and the severely 
restricted range of MIX^ investigated. Careful consideration 
of the calculations shown in [1] reveals too much sensitivity of 
potential core length to blowing ratio. This is a failing that the 
present work would explain. 

Any system of metering ports discharging coolant into a 
confined mixing chamber will generate vortices. Once 
formed, these vortices appear to be remarkably persistent, as 
Fig. 19 indicates. A low value of MIXW will reduce the lateral 
nonuniformities in coolant distribution very significantly but 
does not entirely eliminate the vortices formed. Wholesale 
turning of the flow within the slot can assist in maintaining 
these vortices. It may be said therefore, that all three-
dimensional practical slots will most likely have an initial 
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region consisting to some degree of vortex flow. Further 
investigation is required into the conditions governing the 
relative dominances of shear mixing and vortex entrainment 
into the initial region of the film. The success of the simplified 
three-zone model of film cooling demonstrated in the first 
part of this paper suggests that the vortices are not important 
in the main region of the film. It would appear therefore, that 
treatment of the thermal potential core lengths measured for 
practical slots as being the distance required for the vortices to 
undergo a significant decrease in strength, would be a 
reasonable working hypothesis for future study. 

Conclusions 

An examination of flow visualization information and 
measured data, in conjunction with computational fluid 
dynamic investigations, has been used to study the flow 
development inside practical film cooling slots and in the 
initial regions of the films produced by such slots. These 
studies have been linked to the parameter MIX^ used to 
characterize the geometry of the slot mixing chamber. The 
following conclusions were drawn. 

1 MIX^ successfully correlates the maximum possible 
values for the dimensionless distances representing the film 
initial regions. 

2 MIX,v, overall, is a suitable parameter for characterizing 
cooling slot geometry. It may be used to compare the merit of 
one design to another, and to evaluate the impacts of 
manufacturing tolerances on the performance of a given 
design. A high value MIX^ will result in low film cooling ef
fectiveness. A MIX^ value of zero corresponds to an ideal, 
two-dimensional slot. 

3 The success of the MIX^ grouping for correlating slot 
performance indicates the following are good design features: 
long lips, close spacing of metering ports, and impingement of 
the coolant jets on a solid surface. It does not follow that 
these are good features from either a structural or cost point 
of view. Wholesale turning of the flow within the slot is 
probably not a desirable fluid dynamic feature. 

4 When MIX,v is high the lateral variation in axial velocity 
of coolant at the slot exit is high; when the value of MIX/y is 
low the exit flow is much more uniform. Peaks in lateral axial 
velocity profile can be either in plane with the coolant 
metering ports, or between them, depending on the mixing 
chamber geometry. The lateral variation in axial velocity 
corresponds to a lateral variation in film effectiveness. 

5 The initial region of the film produced by practical slots 
will consist of a line of pairs of counterrotating vortices, 
generated by the coolant metering at slot inlet. This is true for 
all values of MIXA, investigated but is more intense if MIX/v is 
large. Once formed, these vortices can be persistent. 

6 When MIXW is large, the length of the initial region and 

its sensitivity to mean blowing ratio M are reduced. Shear-
control of the mainstream mixing with the initial region is at a 
minimum and entrainment dominates. It is incorrect to view 
the film initial region produced by practical slots as being like 
the potential core system of two-dimensional slots. 

7 Downstream of the initial region, film models based on 
shear mixing appear to be adequate. The initial region 
therefore probably represents the distance required for the 
vortices to undergo a significant decrease in strength. Further 
study is required however. 

8 CFD calculations of the film development from practical 
slots should start inside the slots at the coolant metering. 
Starting the calculations at the slot lip, even with realistic 
normal and lateral profiles of axial velocity, will not yield the 
correct flow picture. All calculations should be three-
dimensional. 
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Cold Flow and Combustion 
Experiments With a New Burner 
Air Distribution Concept 
Experiments were conducted with a JT8D-engine sized can combustor modified 
such that all the combustion and dilution air entered through the burner front face 
from a single plenum through counter-rotating annular swirlers. Cold flow ex
periments were conducted to visualize and to develop a mixing and recirculation 
flow pattern within the combustor which contained annular and central recir
culation cells and featured rapid mixing in the downstream section of the com
bustor. Laser velocimeter measurements, downstream of the air inlet configuration 
used in the combustion experiments, showed the largest velocity gradients in the 
radial direction were in the tangential velocity profile. Low-pressure combustion 
experiments were conducted with three flat spray fuel nozzle orientations and three 
air inlet geometries to determine the general air inlet and fuel injection charac
teristics required to produce acceptable combustion characteristics with the selected 
swirler configuration. The combustion experiments included emission, total 
pressure and total temperature measurements at the burner exit plane. Low 
emission levels and temperature pattern factors with relatively low burner pressure 
losses were demonstrated. 

Introduction 

The perennial goals for aircraft gas turbine combustion 
systems are (1) to increase burner durability, (2) reduce and 
tailor the temperature pattern distribution, (3) decrease the 
combustor pressure loss, (4) increase combustion stability and 
relight capability, and (5) decrease combustor length. More 
recent environmental and economical pressures are adding 
additional goals such as (6) reducing undesirable emissions, 
and (7) being able to burn a broad spectrum of fuels. 
Although the gas turbine combustor can be arranged in a can, 
annular, or cannular configuration, most combustor designs 
have similar characteristics, namely, the fuel and primary air 
are introduced in the upstream section of the burner and 
dilution air is injected through the holes in the downstream 
section of the burner walls (e.g., [1]). The technology for this 
type of combustor is mature and performance improvements 
are difficult to obtain. Therefore, new combustor design 
concepts are sought to obtain significantly improved per
formance in the combustor goals. 

An innovative combustor air distribution concept, which 
shows promise of improving some of the aforementioned 
design factors without hindering the others, has been evolving 
at Pratt & Whitney (e.g., [2-5]). A sketch of the components 
for a can combustor employing this front-feed air 
management concept is shown in Fig. 1. The largest amount 
of air, 40-60% of the total, enters through the center tube as 
secondary combustion/dilution air. Lesser amounts, 15-20% 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 30th International Gas Turbine 
Conference and Exhibit, Houston, Texas, March 18-21, 1985. Manuscript 
received at ASME Headquarters, December 18, 1984. Paper No. 85-GT-40. 

of the total, enter through the primary combustion air duct; 
the remaining cooling air enters through cooling louvers in the 
burner walls. The primary air and most of the second
ary/dilution air enters the combustor with swirl. As a result, 
the combustion flow patterns and dilution processes differ 
significantly from conventional practice. 

This burner air distribution concept requires a toroidal 
recirculation cell for the primary combustion zone that 
surrounds the secondary combustion/dilution air pipe. The 
secondary fuel system utilizes a filming/air blast concept. A 
new primary fuel injection system was required to inject fuel 
into the primary toroidal recirculation zone for vaporization 
and combustion. Turbulent shear at the interface between the 
primary and secondary air stream is desired to produce high-
rate diffusion burning in both combustion zones. Large-scale 
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Fig. 1 Sketch of burner components and flow zones 
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mixing across the burner at an axial location a short distance 
downstream of the combustion zone is required to dilute the 
combustion products and make the exit temperature profile 
fairly uniform. These internal flow characteristics will be 
obtained by correct selection of the air inlet conditions and 
utilization of a compatible fuel injection/atomization system. 
Although the present research was conducted with a can 
burner, this innovative air distribution concept also appears 
applicable to annular or cannular burner designs. 

The objectives of the research described herein were to 
develop air inlet configurations which are compatible with the 
new air distribution concept for a can combustor and to 
determine the fuel injection requirements for the resulting air 
flow and mixing patterns. The total research program was 
comprised of cold flow tests and combustion tests with a 
JT8D-engine sized burner fed from a single plenum. These 
experiments were a followup to previous experiments [5] 
which used multiple plenums for the primary combustion, 
secondary combustion/dilution and cooling air. Prior to the 
combustion experiments described herein, cold flow tests were 
conducted to develop primary combustion zone and dilution 
mixing zone characteristics compatible with the concept. 
Because the highest unburned hydrocarbon emissions usually 
occur at low power, the combustion tests were conducted with 
inlet air pressure, temperature and flow rates near the JT8D 
engine idle condition. Results from this research showed that 
attractive emission levels and temperature pattern factors 
could be obtained with low burner pressure losses. These 
results imply that the innovative burner air distribution 
concept described has good potential for use in future gas 
turbines. 

Cold Flow Experiments 

The cold flow experiments were conducted (1) to develop an 
air injection configuration which produces the flow pattern 
shown in Fig. 1 with low burner liner pressure losses and (2) to 
evaluate methods of simulating fuel injection configurations 
which would provide an annular fuel cloud in the annular 
recirculation cell. The parameters varied in the flow 
visualization experiments were the primary and secondary air 
swirl angles, the secondary air inlet length, and loss 
mechanisms in the primary air passages. Based on initial 
design studies which included consideration of pressure drop 
constraints and the desire to use JT8D-sized hardware, the 
secondary air inlet diameter was fixed at 76. mm (3.0 in.) and 
the burner maximum diameter was fixed at 165. mm (6.5 in.). 
The maximum axial Mach number envisioned for this con
figuration was 0.15. 

Flow Visualization Apparatus and Conditions. The cold 
flow visualization experiments to develop acceptable flow 
patterns were conducted with water as the working fluid and 
dye or small air bubbles as flow tracers. These experiments 
were conducted in a 6.5 in. inside diameter lucite tube with the 
primary and secondary "air" injectors fed from a single 

plenum. The flow in the front portion of the burner was 
simulated in these experiments and no cooling flow was in
jected through wall cooling louvers in the downstream portion 
of the model. Previous flow visualization experiments (prior 
to the combustion experiments reported in [5]) with and 
without the downstream wall louvers showed that flow in the 
upstream end of the burner can with a convectively cooled 
upstream wall was generally unaffected by the injection of 
coolant through the downstream louvers. 

The tests were conducted with flow rates of 4.88 L/s (76 
gal/min) which produced a Reynolds number based on 
average velocity and chamber diameter of 40,000. This is 
about a factor of 10 less than the Reynolds number for the 
engine idle flow, based on the inlet temperature. However, the 
Reynolds number is well into the turbulent range where the 
major characteristics of the flow patterns have been shown to 
be independent of flow rate. 

Flow Pattern Visualization Results. Several combinations 
of primary and secondary air swirl angles and secondary air 
injector lengths were evaluated before acceptable flow 
characteristics were obtained. The initial flow visualization 
experiments were conducted with a configuration similar to 
that used in [5] using corotating swirlers, i.e., 9S = 30 deg and 
dp = 45 deg. The resulting flow pattern (Fig. 2a) had no 
centerline recirculation cell and had an annular recirculation 
cell which extended about 75. mm (3 in.) downstream of the 
inlet. Based on our previous work [5], this flow pattern was 
deemed unacceptable because (1) the mixing between the 
primary and secondary streams was inadequate at the 
equivalent burner exit plane location; and (2) the annular 
recirculation cell contained multiple recirculation cells and did 
not have the rapid mixing with the injected flow and en-
trainment of fresh air believed necessary for a good pilot 
flame region. The criteria used to determine an acceptable 
candidate combustor flow pattern for this combustor concept 
were based on the studies conducted in [5]. The significant 
change in flow patterns between the present study and [5] for 
similar primary and secondary swirl angles was attributed to 
(a) an increase in the ratios of swirler diameters to burner can 
diameter, (b) a decrease in shear between the primary and 
secondary flows and the annular recirculation zone, and (c) 
an increased effectiveness of the jet inside the secondary 
swirler to prevent the center recirculation cell from forming. 
Item (a) was viewed as a constraint for these experiments (to 
obtain the required flow rates at low Mach numbers) and 
therefore effort was directed toward lessening the effects of 
items (b) and (c). 

Geometric configurations with the variations shown in 
Table 1 were evaluated. Although the 45-deg secondary 
swirler produced the type of flow pattern desired, this swirler 
was judged unacceptable because higher pressure losses were 
measured in concurrent air tests than with the 30-deg swirler. 
Therefore, the primary swirl angle was varied until most of 
the desired flow characteristics were obtained. A flow pattern 

Nomenclature 

EI, = emission index of species j' 
(equation (1)) PPM, = 

L = combustor length, mm (in.) 
f/ct = fuel air ratio, Wfl Wa T = 
M; = average axial Mach number rave = 

of secondary flow at inlet 
Mwi = molecular weight of species T-m = 

' * max 

MWp = molecular weight of 
combustion products, 28 U = 

P, = total pressure, kp (psia) Ure[ = 

concentration of species /, 
parts per million V = 
local gas temperature, K 
average gas temperature at Wa = 
exit plane, K Wf = 
inlet gas temperature, K Ve = 
maximum gas temperature 
at exit plane, K Qp = 
local axial velocity, m/s Qs = 
average axial velocity at 

maximum burner diameter, 
m/s 
local tangential velocity, 
m/s 
total air flow rate, kg/s 
fuel flow rate, kg/s 
combustion efficiency 
(equation (2)) 
primary air swirl angle, deg 
secondary air swirl angle, 
deg 
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Fig.3 Velocity profiles 13 mm (0.5 in.) downstream of secondary flow
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Fig. 2 Flow visualization patterns with initial configuration and
combustion experiments configuration

+60, +45, +30-, +20,0, -30, -45, -60
deg _
Configurations which produced center tube
blockage and/or spillage at vane ID downstream
of center tube
Various degrees .of blockage of primary air inlet
passage upstream of swider
13 mm (0.5 in.), 32 mm (1.25 in.) and 64 mm (2.5
in.)

Primary air
flow rate
Secondary air
induct duct length

Table 1 Parameters varied in flow pattern visualization tests
Secondary air + 30, + 45 deg mean angle free vortex
swirl angle
Primary air
swirl angle
Secondary air
swider center tube

with the annular and centerline recirculation cells deemed
desirable for this combustor concept was obtained with the
secondary swirler angle of 30 deg and for a range of primary
swirler angles: -30 deg > 8 p > -60 deg. The flow pattern
obtained for 8 s = 30 deg and 8 p = -45 deg with full flow
through the primary vanes and some modification to the
center tube through the secondary flow swirler is shown in
Fig. 2(b).

Laser Velocimeter Measurements. Axial and tangential
velocity profiles were obtained 13 mm (0.5 in.) downstream of
the secondary flow inlet for selected combinations of the
primary and secondary swirler angles to assist in assessing the
cause-effect relationships in the production of vortex
breakdown aildthe establishment of the annular and cen
terline recirculcltion cells. The inlet velocity profiles for the
configurationljroducing the flow patterns shown in Fig. 2(b)
are presented in Fig. 3. Note the magnitude of the peak
tangential velocities in the positive and negative directions are
approximately equal. Note also that the axial velocities along
the entire swirler face are positive (axially downstream) en
suring that hot gases from the center recirculation cell will not
burn the swirler. Note that relatively little shear occurs in the
axial velocity profile between the flows from the primary and
secondary swirler. With lower axial velocities than the
secondary flow, the primary flow acts as a buffer layer and
decreases large-scale mixing between the secondary flow and
the annular recirculation cell. The turbulent shear that was
observed probably occurred because of the sharp tangential
velocity gradient between the flow from the secondary and
primary swirlers.

Combustion Experiments

A series of combustion experiments was conducted to assess
the combustion, dilution and pressure drop characteristics
associated with this combustor in a "real combustor" en
vironment. These experiments were conducted with
previously used JT8D' development cases and in
strumentation. However, the burner length was shortened to
approximately 60% of the conventional JT8D size in ac
cordance with one of the the project goals to demonstrate that
this new air management concept results in a more compact
combustor. The experiments were conducted with the air flow
rate, pressure, and temperature typical of advanced JT8D
engines at the idle flow condition.

Test Apparatus. A photograph of the air and fuel injector
module is shown in Fig. 4. This injector has secondary and
primary air swirl angles (8s = 30 deg and 8 p = -45 deg)
empl9yed in the previously described cold flow test and a 13
mm (0.5-in.) secondary air inlet length. Twelve Spraying
Systems Co. stainless steel flat spray nozzles were mounted
equally spaced on the OD of the secondary air inlet duct.
Extensions of 19 and 51 mm (0.75 and 2.00 in.) were bolted to
the injector configuration shown to obtain the secondary air
inlet lengths used in the experiments. The fuel injection
nozzles used in the primary airstream for these exploratory

Fig.4 Photograph of air and fuel injector

experiments were commercially available Spraying Systems
Co. flat spray nozzles (Fig. 5). Four equally spaced nozzles
produced a fuel droplet cloud that approximated the annular
fuel spray desired for this combustion concept. The nozzles
were arranged such that the angles between the fuel spray and
the combustor centerline were 15, 30, and 45 deg. Each of the
spray nozzles was fed with an individual supply tube con-
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Table 2 Parameters varied and results from combustion
emission experiments

Run Fuel Secondary air Standard conditions
No. injection duct length, Elco EI uHc D.1]OJo

angle mm(in.)
5 45 13 (0.5) 200 100 85
7 45 64 (2.5) 25 16 97.6
8 IS 64 (2.5) 26* 5* 98.4 *
9 30 64 (2.5) 23 I.5 99.4

Fig.5 Cross-sectional sketches of flat spray fuel injection nozzles II 30 32 (1.25) 35 4 98.8

*Data obtained at jla = 0.OI28-lowest jla ratio for which
stationary experiments could be conducted.

(2)

(1)

Fig. 6 Photograph of assembled injector, combustor can, and 1/9th
sector transition duct

C

PERCENT
SPAN
0944

0.798
0661

0.520
0.373

0.210

0047

Fig. 7 Instrumentation map for combustion experiments; SIP =
combined emission sampling and total pressure probe, T = total
temperature probe

nected to a manifold outside the burner case. This fuel in
jection configuration provided the range of fuel spray
locations required for these assessment experiments without
requiring the development of a flight type fuel injector
configuration.

The air and fuel injector module was mounted in the burner
can and attached to the transition duct as shown in Fig. 6. A
sketch of the instrumentation probe arrangement mounted on
straight vanes at the transition duct exit is shown in Fig. 7.

Instrumentation. The instrumentation employed con
formed to ASME and industry standards. The airflow rate
was measured with a venturi nozzle. The fuel flow rate was
measured by a calibrated turbine flowmeter. Metal-sheathed
chromel-alumel thermocouples were employed for tem
perature measurements. Electrical pressure transducers were
used to measure the gas stream pressures. Total pressure, gas
sampling, and total temperature probes utilized Kiel heads to
provide ± 30 deg of air angle incidence insensitivity. Gas
samples were routed through heated lines to an array of
solenoid valves by means of which the samples could either be
combined or extracted individually. The emissions sampling
and analysis system was capable of continuously monitoring
the emission of carbon monoxide, oxygen, carbon dioxide,

unburned hydrocarbons, and oxides of nitrogen. The in
struments employed were: CO-Nondispersive Infrared,
Beckman Model 315B; COrNondispersive Infrared,
Beckman Model 315B; OrParamagnetic Analyzer, Scott
Model 150; UHC-Flame Ionization Detector, and NOx 

Chemiluminescence Detector, TECO Model lOA.
The emission index was determined from

PPM; 1+fla
EI= --Mw

1 M wp X 1000.0 fla I

The reported combustion efficiency was derived from the
CO and UHC emission levels. For 100070 efficiency, the CO
emission level would be the equilibrium level and the UHC
level would be zero. Assigning appropriate heating values to
these constituents (assuming UHC can be represented by
CH 4 ) the value of the combustion efficiency was calculated
from

= 100[1 - 4.3(EIco - ElCO,equil) + 21.6 EI uHc ]
1)e 18.6x 103

Emission Measurements. Combustion tests were conducted
for the five combinations of fuel injector angle and secondary
air inlet length shown in Table 2 over a range of fuel air ratios
limited at the high fla ratios by the maximum measured
temperature (2000° F) and at the low fla ratios by the spatial
and temporal stability of the flame. The flame characteristics
were monitored visually with the aid of a TV camera viewed
from the exhaust end through the straight vanes at the
transition duct exit.

A series of tests was conducted with the longest secondary
air inlet and the three fuel injection angles, i.e., Tests 7, 8, and
9. The unburned hydrocarbon (UHC) and carbon monoxide
(CO) emission results and the overall efficiencies for these
tests are shown in Figs. 8(a), (b), and (c). The CO results for
these configurations (Fig. 8b) are essentially independent of
fuel injection angle and a function of fuel/air ratio. At the
standard condition (JT8D idle with fla = 0.012) the Elco
values range from 23 to 26 with an accompanying decrease in
combustion efficiency of approximately 0.6070. The unburned
hydrocarbon emission results, EI UHC (Fig. 8a), show
significant variations throughout the range of fuel/air ratios
tested. The configuration with the fuel injection angle of 30
deg had the lowest hydrocarbon emissions with the values of
El uHC = 1.5 (D.1) = 0.1070) at the standard fuel flow con
dition. The emission results obtained with a fuel injection
angle of 15 deg are grouped between EI UHc = 2 and 10.
However, stable operation of the combustor could not be
obtained at the standardjla ratio,jla = 0.012. The values of
El uHC measured with a fuel injection angle of 45 deg were
approximately 10 times those obtained for a fuel injection
angle of 30 deg. The conclusion from these experiments is that
the combustion characteristics are very sensitive to fuel
droplet location. Injection at 30 deg caused the largest
droplets to impinge on the burner wall just upstream of the
annular recirculation cell stagnation line. This droplet
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trajectory probably causes the fuel to be contained in the 
annular recirculation region until vaporized and burned. The 
45-deg fuel injection angle probably resulted in fuel being 
mixed with the fresh air before vaporization and combustion 
were complete. The 15-deg fuel injection angle resulted in 
better performance at the higher fla ratios than the 45-deg 
injector. At these fuel flow rates the droplets must have 
penetrated the recirculation cell shear layers as a sheet. At the 
lower fla ratios for which a consistent set of data could not be 
obtained, the fuel was probably swept directly into the mixing 
regions between the recirculation cell, the primary air and the 
secondary air stream. 

The effects of secondary air inlet length on the combustion 
characteristics are presented in Figs. 9 and 10. For the 45-deg 
fuel injection configuration the values of EIUHC and EIC 0 

increased by factors of 5 and 8, respectively, when the 
secondary air inlet length was shortened from 64 mm (2.5 in.) 
to 13 mm (0.5 in.). This caused the overall combustion ef
ficiency to drop from 97.6 to about 85% at the standard flow 
condition. The conclusion from this comparison was that the 
annular recirculation cell required some protection from 
premature mixing with the secondary air stream, i.e., in
jecting the secondary air at the upstream end of the combustor 
caused the unburned fuel to be diluted by the secondary air. 
The second comparison (Fig. 10) shows the effects of shor
tening the secondary air inlet length from 64 mm (2.5 in.) to 
32 mm (1.25) for the 30-deg fuel injector. For this fuel in
jection configuration, decreasing the secondary air injection 

100 

50 

004 .008 .012 .016 .020 

FUEL AIR RATIO, W f /Wa 

Fig. 10 Comparison of emission results with 32-mm (1.25-in.) and 64-
mm (2.50-in.) secondary air inlet for 30-deg fuel injection angle; o 32 
mm, a 64 mm 

length caused the EIUHC and EIC 0 to increase by factors of 3 
and 1.5, respectively, at the standard air and fuel-flow 
conditions. The net result was a decrease of overall com
bustion efficiency from 99.4 to 98.8% at the standard-flow 
condition. The configuration with a 32-mm (1.25-in.) 
secondary air inlet shows minimum values of both EIUHc a n d 
EIco at a fla ratio of 0.0145 which probably indicates a 
strong sensitivity of the flow to the fuel-spray patterns for this 
configuration. The conclusion from this comparison was that 
reasonable combustion efficiencies could be obtained with 
both secondary air inlet lengths. 

The overall conclusions from these emission measurements 
were that (1) fuel injectors which produce droplet spray 
patterns contained within the annular recirculation cell and 
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Table 3 Pressure drop ratio across burner at standard 
condition 

0.20 

Run No . 

5 
7 
8 
9 

11 

Average 

Secondary air 
inlet length, mm (in.) 

13 (0.5) 
64 (2.5) 
64 (2.5) 
64 (2.5) 
32 (1.25) 

AP/P 
0.029 
0.024 
0.023 
0.025 
0.021 

0.024 

(2) a moderate length annular recirculation cell are required to 
produce good low-power emission characteristics with the 
subject combustor air management concept. 

Pressure Drop Measurements. The total pressure drop 
between the inlet plenum and the gas-sample rakes mounted 
on the straight vanes (Fig. 7) at the transition duct exit was 
measured for each test point. The pressure drop ratios, AP/P, 
across the burner are presented in Table 3 for each of the 
configurations evaluated. The uncertainty in the pressure 
difference measurements and the pressure drop ratio were 
approximately 0.1 psi and 0.004, respectively. Note the total 
average pressure drop ratio across the burner liner is 2.4%, a 
value somewhat less than current gas turbine design practice. 

Pattern Factor Measurements. The total temperature was 
measured at each " T " location on Fig. 7 for each data point. 
The data were analyzed and reduced to determine a tem
perature pattern factor using the relationship: PF = (TmRX -
Tm)/(Tn! - Tm). The pattern factors were calculated using 
T'ref = T'ideai and Tre! = raveiCenler. The pattern factors 
determined for run 9 are shown in Fig. 11 as a function of the 
fuel/air ratio. The pattern factors determined using Tre{ = 
rideai are approximately 0.05 higher than those obtained in 
[5]. The differences are attributed to the use of a standard 
transition duct with cooling air in the present experiments. 
The pattern factor determined using the average of the 
temperatures measured between 20% and 80% span, i.e., 
Tave, center = ^ref. produced the same range of temperature 
pattern factors as that obtained in [5]. The conclusion from 
these exit temperature measurements is that the temperature 
pattern factors obtained with them are satisfactory and in
dicate rather uniformly diluted combustion products. This is 
an especially remarkable result considering the liner pressure 
loss was less than 2.5%. 

Low Blowout. The low blowout and ignition characteristics 
of this combustor are as good or better than reported in [5]. 
The low blowout fuel/air ratio for run 9 (with the lowest 
UHC and CO emissions) was 0.0024. The range of low 
blowout and ignition fuel/air ratios obtained was acceptable, 
i.e., //a(min.) < 0.0035, for all the configurations except 
with the fuel nozzles at 15 deg from axial where a value of 
//a(min.) = 0.005 was obtained. 

Concluding Remarks 

The results obtained from the present cold flow and 
combustion experiments with this novel combustor air 
management concept were generally favorable. The liner 
pressure drop and exhaust temperature pattern factors were 
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Pattern factor results tor run 9; o Ttei = 7"a v e o e n je r , D 7re( 

0.10 to 0.16) and are both low (AP/P < 2.5% and PF 
desirable combustor features. 

The most unexpected difficulty in transferring the air-
management technology from the laboratory combustor used 
in [5] to the present combustor configuration (operating from 
a single plenum) was in obtaining satisfactory centerline and 
annular recirculation cells. In retrospect, these flow-pattern 
problems can be attributed to the significant increase in 
swirler size and the change to a single plenum air supply. 

The general burner-air-distribution concept, described in 
this paper, has been incorporated into annular burner con
ceptual designs and multimodule research burner con
figurations. Evaluations of selected air and fuel injection 
configurations in multiple-module combustion experiments 
for annular burners are currently planned and results will be 
reported by other researchers at a later date. 
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Flame Temperature Estimation of 
Conventional and Future Jet Fuels 
An approximate formula is presented by means of which the adiabatic flame 
temperature of jet fuel-air systems can be calculated as functions of pressure, 
temperature, equivalence ratio, and hydrogen to carbon atomic ratio of the fuel. 
The formula has been developed by fitting of the data from a detailed chemical 
equilibrium code to a functional expression. Comparisons of the results from the 
proposed formula with the results obtained from a chemical equilibrium code have 
shown that the average error in estimated temperatures is around 0.4 percent, the 
maximum error being less than 0.8 percent. This formula provides a very fast and 
easy means of predicting flame temperatures as compared to thermodynamic 
equilibrium calculations, and it is also applicable to diesel fuels, gasolines, pure 
alkanes, and aromatics as well as jet fuels. 

Introduction 

Flame temperature is one of the most important properties 
in combustion. It has a controlling effect on the rate of 
chemical reaction, and it plays an important role in the design 
and performance of the jet engine hot sections. Combustor 
liner temperature, distribution of the species in combustion 
products and turbine inlet temperature are dependent on 
flame temperature. Critical parameters in design and op
timization of the hot sections are the maximum liner tem
perature and maximum turbine inlet temperature, which are 
determined by the maximum flame temperature and flame 
emissivity. 

The maximum attainable flame temperature for any given 
initial conditions is the adiabatic flame temperature. The 
adiabatic flame temperature is a function of fuel type 
(characterized by enthalpy of formation or enthalpy of 
combustion or hydrogen to carbon ratio H/C), fuel-air 
equivalence ratio </>, temperatures of the fuel Tj- and air Ta, 
and pressure P. The adiabatic flame temperature can be 
calculated by assuming chemical equilibrium of the species. 
Then for a given fuel, temperature, and pressure, the mass 
action equations can be solved directly for species con
centrations, from which the temperature and other ther
modynamic properties can be derived. An alternative ap
proach is to calculate the species concentrations that minimize 
the Gibbs free energy of the system. Unfortunately, either 
approach involves long iteration procedures resulting in time-
consuming and expensive calculations. 

Approximate but much simpler methods of estimating the 
flame temperature can provide appreciable advantages in 
routine calculations and simulation studies. Glassman and 
Clark [1] presented universal graphs for adiabatic flame 
temperature of hydrocarbon-air systems as a function of 

enthalpy of formation of the fuel, equivalence ratio, and 
hydrogen to carbon ratio for atmospheric initial conditions. 
Chang and Rhee [2] reported functional expressions for the 
adiabatic flame temperature of pure hydrocarbons in terms of 
equivalence ratio, combustion pressure, and the number of 
carbon atoms in the fuel molecule. Fuel-air equivalence ratio 
is limited to 0.5 < <j> < 1.0 and the initial mixture temperature 
to 298 K. These limitations restrict the use of the equations to 
very special circumstances and prevent their application to 
real life fuels whose molecular carbon number or enthalpy of 
formation cannot be easily estimated. 

In this paper, a simple equation that predicts the adiabatic 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 30th International Gas Turbine 
Conference and Exhibit, Houston, Texas, March 18-21, 1985. Manuscript 
received at ASME Headquarters, December 18, 1984. Paper No. 85-GT-31. 
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Fig. 3 Dependence of the flame temperature on fuel-air equivalence 
ratio at various pressures and temperatures 

flame temperature as a function of atomic hydrogen to 
carbon ratio of the fuel, equivalence ratio, reactant tem
perature and pressure, will be presented and its accuracy will 
be evaluated. The equation has been developed by curve 
fitting of data obtained from a detailed chemical equilibrium 
code. The proposed equation is applicable in the following 
ranges: 0.3 < <j> < 1.6, 0.1 MPa s P < 7.5 MPa, 275 K < 
Tu < 950 K, and 0.8 < H/C < 2.5. These ranges cover the 
conditions of interest in gas turbines and the properties of 
conventional and future liquid jet fuels. 

Background 

The relationship between the flame temperature and the 
fuel properties is expressed in terms of enthalpy of formation 
and H/C atomic ratio of the fuel by Glassman and Clark [1]. 
Chang and Rhee [2] have utilized the number of carbon atoms 
in the fuel molecule and derived different sets of constants for 
each hydrocarbon group (paraffins, aromatics, etc.) for their 
proposed equation. In Fig. 1, the adiabatic flame temperature 
of 59 pure hydrocarbons (iso-, normal- and cyclo-alkanes, 
and aromatics) and 12 of their different blends are plotted as a 
function of H/C atomic ratio. It is obvious that fuel effects 
on the adiabatic flame temperature can be accurately 
predicted by considering only H/C atomic ratio for 
nonolefinic fuels (olefins less than 10 percent by volume). 

Similar relationships have been obtained for other 
equivalence ratios. 

The variation of the adiabatic flame temperature with H/C 
atomic ratio is illustrated in Fig. 2 for different initial mixture 
temperatures and combustion pressures. The degree of effect 
of pressure on adiabatic flame temperature decreases with an 
increase in pressure. An increase in the initial mixture tem
perature will cause an increase in the flame temperature; 
however, only approximately half of an increase in initial 
temperature is translated into an increase in flame tem
perature, Fig. 2. 

The variation of the adiabatic flame temperature with 
equivalence ratio is shown in Fig. 3. Due to dissociation ef
fects, the peak flame temperature occurs at a slightly rich 
equivalence ratio independent of the initial temperature and 
pressure. For equivalence ratios leaner than <f> = 0.65 pressure 
does not affect the flame temperature. The same phenomenon 
is observed also on the rich side, Fig. 3; however, the 
equivalence ratio at which the pressure effect becomes nil 
varies with the initial temperature. 

Results presented in Figs. 2 and 3 are for model fuels 
consisting of different proportions of pure hydrocarbons. The 
adiabatic flame temperatures were computed by using a 
chemical equilibrium code that considers 14 species in the 
products, namely H2 , H, 0 2 , N2, N, OH, H 2 0 , O, NO, N 0 2 , 

Nomenclature 

A 
A/F 

AH 

P = 
P.. = 

T = 

constant, equation (1) 
air to fuel mass ratio 
constants, equations (2-4) 
constants, equations (2-4) 
specific heat at constant 
pressure, kJ/kgK 
constants, equations (2-4) 
enthalpy of evaporation, 
kJ/kg 
pressure, MPa 
reference pressure, 0.1013 
M P a ( = latm.) 
temperature, K 

T„ = reference temperature, 300 K 
x = pressure exponent, equation 

(2) 
y = temperature exponent, 

equation (3) 
Z = exponent for ip, equation (4) 

Greek Letters 
a = constant, equation (1) 
(3 - constant, equation (1) 
6 = T„/T0 dimensionless tem

perature 
X = constant, equation (1) 

TV = 

P = 

4> = 

* = 
Subscript 

a = 
ad = 
/ = 

mb = 
u = 

P/P„ dimensionless pressure 
density 
fuel-air equivalence ratio; 
actual (A //^/stoichiometric 
(A/F) 
H/C atomic ratio 

s 
air 
adiabatic flame 
fuel 
midboiling point 
initial mixture 
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Table 1 Constants for equation (1) 

0.3 < <6S 1.0 l .O<0sl.6 
Constants 

A 
a 

P 
X 

« l 
bi 
C\ 

«2 
b2 

c2 

«3 
* 3 
?3 

O.92<0<2 

2361.7644 
0.1157 

-0.9489 
-1.0976 

0.0143 
-0.0553 

0.0526 
0.3955 

-0.4417 
0.1410 
0.0052 

-0.1289 
0.0827 

2<0<3 .2 

2315.7520 
-0.0493 
-1.1141 
-1.1807 ' 

0.0106 
-0.0450 

0.0482 
0.5688 

-0.5500 
0.1319 
0.0108 

-0.1291 
0.0848 

O.92<0<2 

916.8261 
0.2885 
0.1456 

-3.2771 
0.0311 

-0.0780 
0.0497 
0.0254 
0.2602 

-0.1318 
0.0042 

-0.1781 
0.0980 

2<0<3 .2 

1246.1778 
0.3819 
0.3479 

-2.0365 
0.0361 

-0.0850 
0.0517 
0.0097 
0.5020 

-0.2471 
0.0170 

-0.1894 
0.1037 

N 2 0 , CO, C 0 2 , and Ar. Thermochemical data were taken 
from standard tables [3, 4]. The solution procedure of the 
code is similar to that described by Benson et al. [5]. The 
accuracy of the program was checked against NASA-Lewis 
program [6], and other published codes [7, 8] for various fuels 
and conditions, and good agreement has been obtained. 

Approximate Flame Temperature Equation 

An expression of the following form has been adopted to 
predict the adiabatic flame temperature of jet fuels 

TlKl=Aoa- exp W(.a+\)2]-jcxey\l/z 

where 

and 

x = a, +£>i(7+C| a1 

y = a2+b2a+c2a
l 

(1) 

(2) 

(3) 

Z = a3 + b3a + c2a
2 (4) 

ir is the dimensionless pressure P/P0 where P0 = 0.1013 
MPa, 8 the dimensionless initial mixture temperature Tu/T0 

where T0 = 300K, ^the H/C atomic ratio, 0 = 4> for <t> < 1.0 
where <j> is the fuel-air equivalence ratio and a = 4> - 0.7 for <j> 
> 1.0, and A, a, (3, X, a,, bh and c, are constants. In order to 
have an accurate prediction equation four sets of constants 
have been determined for the following ranges: 

0.3<</><1.0and0.92<<7<2.0 (5) 

O.3<4><l.Oand2.O<0<3.2 (6) 

1.0<</><1.6 and0.92<<7<2.0 (7) 

1.0<4><1.6 and2.O<0<3.2 (8) 

The values of constants for each range classification are listed 
in Table 1. 

It should be noted that equation (1) assumes that the fuel is 
in vapor form and is at the same temperature as that of the 
air, i.e., 

Tu = T„ = 7} (9) 

However, for the cases where the fuel is in liquid form, a 
correction should be applied to 6 so that the enthalpy of 
evaporation of the fuel and the temperature difference be
tween air and fuel can be accounted for. The enthalpy of 
evaporation of jet fuels can be estimated from the following 
equation [9], in terms of fuel density and temperature 

AH= 
360-0.3977, 

Pf 
(kJ/kg) (10) 

where pj is the relative density of the liquid fuel. For more 
accurate estimation methods of the enthalpies of evaporation, 
the techniques proposed in [4, 10] can be used. 

For the liquid fuel temperature Tf and the air temperature 
Tu, the equivalent Tu can be computed as follows 

187 Fuels 

_1 I I I L 

1.0 1.2 U 1.6 1.8 2.0 2.2 

OBSERVED 4> 
Fig. 4 Correlation between H/C atomic ratio and the relative density 
and midboiling point of the fuel 

T - CpfTf + (A/F)CpaTa-AH 
(ID 

C„f + (A/F)Cpl, 

where CpJ and Cpa are the mean specific heats of the fuel 
vapor and air, respectively, and (A/F) is the air to fuel mass 
ratio. Cpj can be calculated as a function of temperature as 
follows [11]: 

Cpf = (0.363 + 0.000467 7)(5 -0.001 Pfo) kJ/kg-K (12) 

where pf0 is the density of the fuel at 288.6 K. Cpa can be 
obtained from standard tables. 

The H/C atomic ratio \p for the jet fuels can be determined 
experimentally [12] with a high accuracy. It is also possible to 
estimate the hydrogen content using the density, averaged 
midboiling point and aromatic content of the fuel [13]. For 
quick and easy estimates of \p, the following correlation, in 
terms of relative density and midboiling point, is proposed 

^ = 0.9479[r„,i/100]°-2527[p/r
2-4063 (13) 

where Tmb is the midboiling point and pj is the relative density 
of the fuel at 20°C. Equation (13) has been derived using 187 
jet and diesel fuels (both conventional and future fuels). 
Predicted H/C atomic ratios are plotted against observed 
values in Fig. 4. The accuracy of the correlation is acceptable 
for most practical cases of interest. 

Accuracy of Approximate Equation 

To evaluate the accuracy of the proposed equation, a set of 
comparisons of results obtained from equation (1) and those 
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Fig. 5 Error of approximate temperature prediction versus 
equivalence ratio for various fuels and temperatures at ir = 10 
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Fig. 6 Error of approximate temperature prediction versus 
equivalence ratio for various fuels and temperatures at IT = 25 

obtained from a detailed thermodynamic equilibrium code 
has been made. Results are compared for all possible com
binations of the following values of pressure, temperature, 
equivalence ratio, and H/C atomic ratio 

i£ = 2.25,1.97,1.725,1.508,1.316,1.143 

0 = 1 , 1.33, 1 . 6 7 , 2 , 2 . 3 3 , 2 . 6 7 , 3 

7T = 1, 10,25,40,60 

4> = 0.3 to 1.6 with 0.05 increments 

Comparisons made at ir = 10 and 7r = 25 are shown in Figs. 5 
and 6, respectively. Percent error is defined as (Tad — 
T'ml)/Tmh where T'ml is the predicted flame temperature. The 
average error is around 0.4 percent and maximum error is less 
than 0.8 percent. Percentage errors similar to those of Figs. 5 
and 6 have been observed at other conditions considered. 

It should be noted here that the proposed equation is valid 
for the following ranges 

0.3<tf><1.6 

0 .8<^<2 .5 

O.92<0<3.2 

1 . 0 < T T < 7 5 . 0 

But the applicability of the equation is not limited to only jet 
fuels; it is also valid for nonolefinic (less than 10 percent 
olefins) diesel fuels and gasolines as well as pure alkanes and 
aromatics within the specified limits. 

Concluding Remarks 

A functional expression is presented by means of which the 
adiabatic flame temperature of jet fuel-air systems can be 
calculated as functions of pressure, temperature, equivalence 
ratio, and H/C atomic ratio of the fuel. This equation 
provides a very fast means of predicting flame temperature as 
compared to thermodynamic equilibrium calculations. 
Results of the predictions using the proposed equation are 
compared with the results obtained from a detailed chemical 
equilibrium code incorporating 14 species in the combustion 
products, and it is shown that the accuracy of the ap
proximate equation is acceptable over the conditions of in
terest for a wide range of fuel characteristics. 

A procedure is outlined to determine the equivalent initial 
reactant's temperature for cases where the fuel is in liquid 
form. Also a correlation is presented for approximate 
estimates of the fuel's H/C atomic ratio using the midboiling 
point and relative density of the fuel. This correlation is 
applicable for jet and diesel fuels. 

The proposed equation is expected to reduce the com
putation time considerably in gas turbine thermal 
calculations. Especially, for the development of simulation 
models and heat transfer calculations requiring multiple 
determinations of flame temperature as a function of time 
and space coordinates for varying equivalence ratios, the 
approximate equation provides distinct advantages over the 
chemical equilibrium codes. Another usage of the proposed 
equation is that for cases where exact adiabatic flame tem
perature is required equation (1) can be used to advantage as 
generator of good initial guesses (usually within 0.5 percent of 
the exact solution), to speed convergence of iterative 
calculations of chemical equilibrium codes. 
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The Quantification and 
Improvement of the Thermal 
Stability of Aviation Turbine Fuel 
Studies of the propensity of aviation turbine fuels to lacquer engine oil-coolers that 
were described in an earlier paper have been extended to cover a wider range of 
fuels. Fuel performance was found to vary widely; some fuels were liable to lacquer 
oil-coolers to the extent of producing significant losses in efficiency at the most 
severe operating conditions currently encountered. Oxidation studies conducted in 
parallel with the rig investigations indicate that a fuel's performance is strongly 
dependent on its tendency to initiate radical oxidation reactions. The relatively high 
initiation rate of less stable fuels is believed to be due in part to their trace content of 
metals that catalyze oxidation reactions. Accordingly, an approved metal deac
tivating additive has been examined as a means of improving the performance of 
such fuels. 

Introduction 

Modern aircraft subject aviation turbine fuel to a range of 
thermal stresses. This results from the use of fuel as a sink for 
waste heat and the fact that certain components of the fuel 
system are located in regions of high ambient temperature. 
The heat thus acquired by the fuel stimulates oxidation 
reactions that lead to the formation of insoluble material. 
This is clearly undesirable and potentially harmful if, for 
example, lacquers form on heat exchanger and control sur
faces, thereby reducing their efficiency. 

The continuing trend toward higher engine operating 
temperatures means that there is an increasing likelihood of 
problems being encountered as a result of thermally induced 
deposit formation. Consequently, Shell Research Ltd. is 
engaged in a fuel thermal stability research and development 
program whose principal objectives are to define the per
formance limits of current generation fuels and to identify 
ways of improving fuel performance. 

A major element of this work comprises tests on rigs that 
realistically simulate critical components of aircraft fuel 
systems. An earlier paper [1] described the results of tests to 
study the lacquering of engine oil-coolers; these studies in
dicated that there is only a small margin between current 
operational limits and the lower limits of fuel performance. 
This work has now been extended to cover a wider range of 
fuels and the test procedure has been modified to enable fuel 
performance limits to be more realistically defined. 

In parallel with the rig studies, tests were conducted to 
identify some of the factors that influence fuel performance. 
Although numerous studies [2-8] have already been per
formed with the object of elucidating the fuel thermal 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 30th International Gas Turbine 
Conference and Exhibit, Houston, Texas, March 18-21, 1985. Manuscript 
received at ASME Headquarters, December 18, 1984. Paper No. 85-GT-33. 

degradation process, many questions remain unanswered; in 
particular, the roles played by different fuel constituents and 
the kinetics of the process are not understood in detail. 
Hitherto, this has not been of great consequence. But, as the 
operating temperatures of engines become higher, the risk of 
problems being encountered increases, and it becomes in
creasingly important to obtain a better understanding of the 
factors that influence fuel performance. 

The work reported here was concentrated on the oxidation 
phase of the degradation process. Since it was found that 
there is a strong link between fuel oxidative stability and rig 
performance, this led to a further examination of the ability 
of metal deactivating additive to improve fuel performance by 
chelating metals that catalyze oxidation reactions. 

Description of Test Rig and Experimental Procedure 

Only a very brief description of the test rig will be given 
here; [1, 9] provide more detailed accounts. The essential 
features of the rig are its three heating stages, which comprise: 

• A 20-L heated glass vessel where the fuel resides for 
about an hour. This simulates the wing tank of a supersonic 
aircraft, in which the fuel is subjected to aerodynamic 
heating, or the collector tank of a military aircraft that has 
some form of recirculatory fuel system. 

9 A preheater that simulates the avionics, hydraulic oil, 
and cabin air-coolers. 

8 The test heat exchanger that represents the engine oil-
cooler. 

Fuel attains its highest temperature in the test heat ex
changer. This is comprised of a thin-walled stainless steel tube 
that simulates one element of a multielement engine oil-
cooler; fuel is pumped through it at a realistic rate. The tube is 
heated electrically and is instrumented with thermocouples 
that enable its fuel-side heat transfer coefficient to be 
determined. 
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To assess the performance of a fuel, the rig is successively 
operated at several, increasingly severe test conditions; these 
are listed in Table 1 together with other test details. 

At each condition the power supplied to the test element is 
kept constant. Lacquering of the inside of the tube is 
manifested by a rise in its surface temperature, since the 
lacquer imposes a thermal barrier between the hot tube and 
the relatively cool fuel flowing through it. The degree of 
lacquering is assessed via the rate of change of the tube's heat 
transfer coefficient. 

Hitherto, the performance of a fuel in the rig was 
characterized by its temperature at the outlet of the test heat 
exchanger at which a deterioration in the element's efficiency 

Table 1 Dimensions of test heat exchanger: length: 241 mm, 
i.d.: 2.78 mm, wall thickness: 0.18 mm. Fuel flow rate: 3.78 
g/s. 

Condition 
n o . 

1 

2 

3 

4 

5 

Fuel 
temp. 

i n 
heated 

tank, 
"C 

85 

95 

105 

115 

125 

Fuel 
temp. 

a t 
prehea ter 

o u t l e t , 
°C 

149 

165 

180 

195 

210 

Fuel temp. 
at t e s t 
heat 

exchanger 
o u t l e t , 

°C 

171.5 

190.0 

207.5 

225.0 

242.5 

Typical 
Reynolds 

no. of 
flow in 

t e s t heat 
exchanger 

5230 

5750 

6250 

7220 

8100 

could just be resolved [1]. This did not provide a realistic 
measure of a fuel's performance limit because the 
deterioration of the heat exchanger's efficiency usually had to 
exceed 0.05 percent per hour before it could be detected; from 
the standpoint of operational requirements this represents an 
unacceptably large deterioration, being equivalent to a 50 
percent loss in oil-cooler efficiency after only 1000 hr service. 

For the recent studies, therefore, the test and data analysis 
procedures were modified. At conditions where heat ex
changer fouling was expected to be slight, the test duration 
was increased to a period in excess of 50 hr; this improved the 
test's resolution. Also, the results from a test sequence were 
used to construct an Arrhenius-type plot that enabled 
deterioration rates at lower, more realistic temperatures to be 
extrapolated from those measured at relatively high tem
peratures in the rig. 

Eleven different fuels were utilized for the work reported 
here; their properties are listed in Table 2. The fuels were 
intended to be representative of current Jet A-l production 
and covered a range of feedstocks and treatment processes. 
None of the fuels contained metal deactivator. 

Results and Discussion 
the Results from tests on three fuels that exemplify 

variations in performance observed are plotted in Fig. 1. 
It will be evident that the degree of heat exchanger fouling 

was very dependent upon temperature; similar observations 
have been reported by other investigators of this phenomenon 
[10, 11]. It will also be apparent that the results are well fitted 
by Arrhenius-type relationships, which vindicates the use of 
these to extrapolate to more realistic temperatures. 

The envelope shown in Fig. 2 covers the results obtained 

P r o p e r t y 

A c i d i t y , t o t a l , m 

A r o m a t i c s , 

O l e f i n s , 

S u l p h u r , t o t a l , 

S u l p h u r , Mercap t an , 

D i s t i l l a t i o n 
10$ r e c o v e r e d , 
20$ r e c o v e r e d , 
50$ r e c o v e r e d , 
90$ r e c o v e r e d , 
F . B . P . , 

F l a s h p o i n t , 

D e n s i t y ® 15°C, 

F r e e z i n g p o i n t , 

Smoke p o i n t , 

N a p t h a l e n e s , 

Thermal s t a b i l i t y 
JFT0T p r e s s u r e r i s e 
Tube c o l o u r code 

gKOH/g 

%v 

%v 

$w 

$w 

°C 
°C 
°C 
°C 

°C 

k g / 1 

°c 

mm 

%v 

, mmHg 

E x i s t e n t gum, mg/100 ml 

A d d i t i v e s 
A n t i o x i d a n t , 
A n t i s t a t i c , 

M e t a l s 
Copper , 
I r o n , 

mg/1 
mg/1 

Hg/1 

A 

0 .012 

20 .2 

0 . 6 

0 .006 

-

174 
183 
205 
237 
250 

4 5 . 0 

0 .8057 

- 4 8 . 0 

2 3 . 0 

1.14 

0 
0 

0 

2 0 . 0 
1 .0 

4 

Table 2 

B 

0 .003 

9 . 8 

0 . 5 

0.01 

-

173 
180 
197 
224 
236 

4 4 . 0 

0 .7920 

- 4 8 . 5 

2 6 . 9 

-

0 
0 

0 

2 2 . 0 
0 . 3 

<2 
<5 

c 

0 .005 

15 .2 

<0.1 

0 . 0 0 3 

-

175 
186 
203 
235 
257 

4 7 . 0 

0 .7987 

- 4 9 . 0 

2 6 . 0 

-

0 
<2 

0 

2 0 . 0 
1 . 0 

<2 
<5 

Properties of test fuels 

D 

0 .006 

19 .9 

0.1 

0 .016 

0 .0004 

178 
187 
209 
245 
267 

4 6 . 0 

0 .8089 

- 4 9 . 0 

23 .0 

3 . 0 

0 
0 

0 

19.1 
0 . 4 7 

<2 
<5 

F u e l 

E 

0 .004 

21 .1 

1 .45 

0 . 0 0 8 

0 .0005 

185 
191 
204 
230 
244 

5 8 . 9 

0 . 8 0 4 8 

- 4 8 . 0 

2 3 . 0 

1.39 

0 
0 

0 

0 
0 

<2 
<5 

F 

0 . 0 0 3 

2 0 . 0 

<0,5 

0 .17 

0 . 0 0 0 3 

173 
185 
207 
235 
252 

4 3 . 0 

0 .8055 

- 4 8 . 0 

2 2 . 0 

2 .76 

0 
1 

0 

0 
0 . 8 

20 

G 

0 .002 

1 8 . 0 

0 . 5 

0 . 0 7 

0 .0005 

168 
177 
200 
236 
254 

4 2 . 0 

0 . 8 0 3 0 

- 4 8 . 5 

2 3 . 0 

2 .6 

0 
1 

0 

0 
0 . 8 

10 
5 

H 

0 .002 

19 .0 

0 . 2 

0 . 0 3 

0 .0001 

174 
182 
204 
238 
256 

4 3 . 0 

0 . 8 0 3 0 

- 4 8 . 0 

2 3 . 0 

2 . 4 3 

0 
1 

0 

0 
1 .0 

2 
10 

I 

0 .001 

1 6 . 5 

0 . 5 

0 .11 

0 .0005 

166 
175 
198 
238 
256 

4 2 . 0 

0 . 8 0 2 0 

-47.5 

23.0 

2.71 

0 
1 

0 

0 
2.3 

2 

J 

0.002 

18.7 

0 . 4 

0.15 

0.002 

142 
165 
172 
194 
242 

39.0 

0.7892 

-49.0 

23.0 

1.4 

0 
1 

0 . 9 

0 
1 .0 

2 

K 

0.0015 

19.5 

0 . 8 

0.1 1 

0.0001 

182 
186 
201 
225 
261 

53.3 

0.8035 

-50.0 

26.0 

2.35 

0 
0 

1.3 

0 
0.8 

10 
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with all 11 fuels. To enable the implications of these results to 
be explored, it is necessary to define the maximum 
deterioration of oil-cooler efficiency that can be tolerated in 
practice. This parameter cannot be uniquely defined; it will be 
a function of both the engine system and the requisite service 
life. As a general upper limit, 0.005 percent per hour has been 
chosen, this being equivalent to a 5 percent loss in efficiency 
after 1000 hr service. 

Applying this criterion to the results in Fig. 2 shows that 
fuel performance limits vary widely, from about 125 to 
210°C. The highest temperature fuels currently sustain in 
engine oil-coolers for any reasonable period is believed to be 
about 150°C. Thus, some of the fuels examined were capable 
of performing satisfactorily up to relatively high tem
peratures. However, a proportion (about a third) were liable 
to produce significant losses in efficiency at the most severe 
operating conditions currently encountered, i.e., there is no 
margin between current operational limits and the lower limits 
of fuel stability. 

The validity of this conclusion is supported by the results of 
earlier studies of heat exchanger fouling conducted on large-
scale fuel system simulators by Shell Research Ltd. and by 
workers in the US with the object of defining fuel per
formance requirements for supersonic aircraft. The Shell 
work was similar to that reported here except that the test heat 
exchanger comprised a complete tubular engine oil-cooler and 
tests were of long duration, usually 100 hr [12]. A range of 
fuels were studied [13-17] at outlet temperatures between 150 
and 180°C, i.e., similar to those currently encountered. 

The results of these tests are also shown in Fig. 2. Fuel 
performance was found to vary widely and some of the fuels 
examined produced oil-cooler fouling rates that exceeded 
those extrapolated from the results of the present work. 

The studies conducted in the US utilized a rig developed for 
the CRC by North American Aviation, Inc.; this simulated 
the whole of the engine fuel system and employed cyclic test 
conditions [18]. In studies oriented toward supersonic 
transport aircraft [19], deposits were observed to form under 
conditions representing Mach 2lA flight in which the fuel 
outlet temperature from the oil-cooler was varied between 70 
and 200°C. Significantly more deposition occurred under 
Mach 3 conditions. Work conducted at about the same time 
on the smaller-scale Minex rig confirmed that significant heat 
exchanger fouling could occur at fuel outlet temperatures 
below 200 °C [20]. Latterly, the large-scale simulator has been 
used for more general studies of fuel stability problems 
associated with supersonic flight. In one particular exercise 
with five different fuels [21], one fuel was observed to foul the 
oil-cooler under cyclic conditions in which its outlet tem
perature peaked at about 160°C. 

It is pertinent to consider, therefore, why there have not 
been widespread reports by aircraft operators of problems 
relating to oil-cooler fouling. Several reasons can be iden
tified: In particular, most aircraft utilize a range of fuels, only 
a proportion of which will be liable to lacquer oil-coolers, and 
fuel outlet temperatures of 150°C are only sustained during 
part of an advanced aircraft's flight cycle. 

Despite these mitigating factors, the results shown in Fig. 2 
demonstrate that a modest increase in operating temperatures 
would increase the likelihood of operational difficulties with 
some current fuels. For example, if maximum fuel outlet 
temperatures were to be increased from 150 to 160°C, certain 
fuels would lacquer oil-coolers to the extent of reducing their 
efficiency by 40 percent after 1000 hr of operation at that 
temperature. 

Flask Oxidation Test Procedure 

For conventional fuels, the principal driving force behind 
the degradation process has been shown to be oxidation of the 
fuel by the dissolved oxygen; deoxygenation improves fuel 
stability and limits the extent of oxidation [5, 7]. Oxidation 
products subsequently react with each other and with minor 
fuel constituents to generate the insoluble materials that 
deposit on fuel system surfaces. Although the route by which 
insolubles are formed is poorly characterized, the oxidation 
process is relatively well understood [22] and amenable to 
examination. Therefore, techniques were developed to 
characterize the oxidation behavior of fuels and thus facilitate 
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Fig. 3 Effect of radical initiation rate on fuel performance 

an examination of the link between their oxidation stability 
and rig performance. 

As the oxidation studies were complex, their methodology 
and the results arising from them will be dealt with in detail in 
future publications. Briefly, the inhibited kinetics en
countered in the fuels studied enabled their propensity to 
initiate and scavenge radicals to be determined by measuring 
the change in fuel oxidation rate on adding a known radical 
initiator or scavenger to the fuel. Oxidations were performed 
by aerating fuel in a flask at selected temperatures in the 
region of 145 to 190°C, and the oxidation rate itself was 
determined by measuring the depletion of oxygen in the ef
fluent air from the flask. 

Results of Oxidation Tests 

The most significant finding that emerged from the 
oxidation studies is that a fuel's rig performance is strongly 
dependent upon its propensity to initiate oxidation reactions. 
Evidence for this is presented in Fig. 3 that summarizes the 
results obtained with eight of the fuels utilized for the rig 
studies; the oxidation behavior of the other three was such 
that their initiation rates could not be determined. 

The rig performance of each fuel has been characterized by 
the deterioration rate of the test element's efficiency at a fuel 
outlet temperature of 225 °C; all fuels but one gave 
measurable deterioration rates at this condition. Although 
there is some scatter in the data, the dependence of rig per
formance on initiation rate is beyond question. 

But the scatter inherent to the results in Fig. 3 is significant, 
since it demonstrates that a fuel's rig performance is a func
tion of parameters in addition to its tendency to initiate 
oxidation reactions. Other workers have demonstrated that 
sulphur compounds can have a deleterious effect on fuel 
stability [6, 23] by reacting with oxidation products to 
generate deposit precursors. This is confirmed by the present 
work: Fig. 4 shows that there is a strong correlation between 
the rig performance and total sulphur content of the fuels 
examined. 

10 ' 

1 5 io* 

If 
fr-' 

1 0 " 

1 0 " 10' - 2 1 0 " 10" 

Total sulphur content, %w 

Fig. 4 Effect of sulphur compounds on rig performance 
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Effect of copper on rig and oxidation performance of fuel H 

It might be expected that fuels with very low sulphur 
contents would be of poor stability, since it is well known that 
certain sulphur compounds and their oxidation products 
inhibit oxidation [24-27]. However, most of the low sulphur 
content fuels utilized for this work were doped with synthetic 
antioxidant for storage stability purposes. The oxidation tests 
confirmed that this was also effective at elevated temperatures 
and it will therefore have compensated for the deficiency of 
natural antioxidant. Thus, overall, a low fuel sulphur content 
was beneficial. 

To summarize, some of the factors that influence fuel 
performance have been identified. In particular, a fuel's 
performance appears to be strongly dependent upon both its 
tendency to initiate radical oxidation reactions and its sulphur 
content. 

The Improvement of Fuel Stability 

The relatively high initiation rate of less stable fuels is 
believed to be due in part to their trace content of metals, such 
as copper and iron, that catalyze oxidation reactions [28-30], 
The deleterious effect of small amounts of catalytic metal was 
confirmed by doping fuel H, which had an average rig per
formance, with small concentrations of copper (as 
naphthenate). The results of rig and oxidation tests are 
compared in Fig. 5. 

At concentrations in excess of 30 ^g/L, copper produced a 
fuel that was worse in performance than any of the 
production fuels examined. The direct dependence of rig 
performance on oxidation rate shows that this can be at
tributed directly to the metal catalyzing the oxidation of fuel 
components. These results also show that the effect of copper 
was very similar at the different temperatures used in the rig 
and oxidation tests. 

One way in which the catalytic effect of metals can be 
reduced is to dope fuel with metal deactivating additive 
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(MDA), and jet fuel specifications permit the use of one such 
material [31]. Earlier studies indicated that MDA has a 
variable effect on fuel performance [1], and the additive was 
therefore subjected to a more detailed examination. This 
work had two aspects: rig studies with fuels having a range of 
metal contents and oxidation tests. 

The results of the rig tests are shown in Fig. 6. The fuel that 
was most responsive to MDA was the sample of fuel H that 
had been doped with 10 /xg/L of copper to give a total copper 
and iron content of 22 ftg/L. Fuels F, G, and K, which 
contained 10-20 ^g/L of these metals, also responded to 
additive treatment. But the performance of fuels D and E, 
which had very low metal contents, was not improved by 
doping them with MDA. Thus it would appear that a fuel's 
response to MDA is largely governed by the extent to which 
metals catalyze its oxidation. 

But the results in Fig. 6 have another interesting feature: 
The performance of fuels F, G, and K when doped with MDA 
was still poorer than those of the two fuels with intrinsically 
low metal contents. This can be attributed in part to the 
metal/MDA chelates having some residual catalytic activity, 

as was demonstrated by the following oxidation test, the 
results of which are shown schematically in Fig. 7. Fuel F was 
doped with 30 jtig/L of copper to give a total of 50 /xg/L. 
Adding 500 ,ug/L of MDA, sufficient to chelate all the metal 
present, reduced the oxidation rate by 84 percent of the initial 
rate v0. A second addition of MDA produced only 3 percent 
v„ reduction, indicating that all the metal was complexed and 
suggesting that an excess of MDA may begin to act as an 
antioxidant. Adding 30 /iig/L of copper then produced a 6 
percent v0 increase in the oxidation rate, despite the fact that 
the fuel contained an excess of MDA, more than sufficient to 
fully chelate this additional metal. 

This demonstrates that the copper/MDA chelates had some 
catalytic activity, since these observations cannot be in
terpreted as an equilibrium between free metal and MDA. 

Thus the deleterious effect of metals on fuel stability has 
been confirmed and some insight gained both into MDA's 
mode of action and its limitations as a means of improving 
fuel performance. 

Conclusions 

The propensity of aviation turbine fuels to foul engine oil-
coolers has been studied using a rig that employs realistic 
flow conditions. From tests conducted on a range of fuels the 
following conclusions can be drawn: 

• The thermal degradation of aviation turbine fuel in an 
engine oil-cooler can significantly reduce the cooler's ef
ficiency; it has been shown that there is little margin between 
current operating temperatures and the thermal stability limits 
of some current fuels. 

• A modest increase in engine operating temperatures 
would increase the likelihood of operational difficulties with 
some current fuels. 

• Oxidation studies have identified some of the factors that 
influence fuel performance. The poorer performance of 
certain fuels is believed to result from their relatively high 
propensity to initiate radical oxidation reactions and their 
high sulphur content. 

• Metals can have a deleterious effect on fuel performance 
by catalyzing oxidation reactions. The effect of metals can be 
reduced by doping fuel with a metal deactivating additive. 
However, the chelates formed have some residual catalytic 
activity. 

Thus thermally induced deposit formation poses a 
significant threat to the satisfactory operation of future 
aircraft whose fuel systems may have to contend with thermal 
stresses that exceed those currently experienced. Two ways of 
minimizing the likelihood of problems can be identified: The 
thermal stability of all future fuels will either have to equal 
that of the best fuels currently produced or closer attention 
will have to be paid to fuel stability limits when designing fuel 
system components. 

In order to produce fuels with improved performance, it is 
necessary to understand the factors that govern fuel stability. 
The work reported here expands our knowledge in this respect 
by quantifying the role played by metals and by highlighting 
the deleterious effect of sulphur compounds. Furthermore, by 
realistically defining fuel thermal stability limits in a critical 
component of a fuel system the studies have provided hard
ware manufacturers with some of the information they 
require to design fuel systems that will operate satisfactorily 
with all current generation fuels. 
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As one of the nation's largest users of aircraft turbine fuels, the USAF has interest 
in assuring the safe use of these hydrocarbons by its military and civilian workers. 
This concern stimulated research to define potential adverse health effects and 
develop criteria for safe exposure limits for military aviation fuels. The first 
inhalation exposure to JP-4, the primary fuel used in USAF aircraft, was conducted 
in 1973. Since this initial subchronic study, the USAF has conducted numerous 
subchronic and one-year oncogenic inhalation studies to establish health criteria for 
aviation fuels. This paper summarizes the status of studies to define the toxicity of 
petroleum and shale-derived aircraft turbine engine fuels and discusses the 
preliminary findings of toxic nephropathy and primary renal tumors observed in 
male Fischer 344 rats. 

Introduction 

The determination of accurate, up-to-date human tolerance 
criteria for chemicals and fuels used in Air Force work en
vironments is a cornerstone of the Air Force Occupational 
Safety and Health Program. These standards are particularly 
critical since exposure situations in the Air Force are often 
different from those in the civilian industrial community due 
to the specific uses of the chemical; the type, level, or duration 
of exposure; and possible operational restraints on the use of 
protective equipment. When no national consensus standards 
exist or the standards are not applicable for Air Force use, the 
Toxic Hazards Division (TH) of the Air Force Aerospace 
Medical Research Laboratory (AFAMRL) develops human 
tolerance criteria for new chemicals, fuels, and structural 
materials being introduced into the Air Force inventory. 

As one of the nation's largest users of aircraft turbine fuels, 
the Air Force has interest in assuring the safe use of these 
hydrocarbons by its military and civilian workers. This 
concern stimulated research to define potential adverse health 
effects and develop criteria for safe exposure limits for 
military aviation fuels. This paper focuses on proposed 
inhalation exposure criteria and the status of AFAMRL 
toxicology research on petroleum and shale JP-4. JP-4 was 
selected for attention because it is the primary fuel used in 
USAF aircraft. The paper is intended to have crossover in
terest to nontoxicologists. 

Exposure Criteria Terminology. Workplace chemical 
exposure criteria for Air Force applications are given in Air 
Force Occupational Safety and Health (AFOSH) standards. 
Relatively few chemicals, such as vinyl chloride, asbestos, and 

'This article is also identified as AFAMRL-SR-85-505. 
Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 

MECHANICAL ENGINEERS and presented at the 30th International Gas Turbine 
Conference and Exhibit, Houston, Texas, March 18-21, 1985. Manuscript 
received at ASME Headquarters, December 18, 1984. Paper No. 85-GT-34. 

hydrazine, have specific AFOSH standards. The majority of 
regulated chemicals are included in the generalized AFOSH 
Standard 161-8 [1]. This standard directs Air Force use of 
current chemical exposure limits listed [2] by the American 
Conference of Governmental Industrial Hygienists (ACGIH). 

The most frequently used ACGIH limit is the Threshold 
Limit Value-Time-Weighted Average (TLV®-TWA). This is 
the time-weighted average concentration for a normal 8-hr 
workday and a 40-hr workweek, to which nearly all workers 
may be repeatedly exposed, day-after-day, without adverse 
effect. Another ACGIH guideline is the Threshold Limit 
Value-Short-term Exposure Limit (TLV-STEL). This is the 
concentration to which workers can be exposed continuously 
for a short period of time without ill effects. The STEL is 
defined as a 15-min, time-weighted average exposure which 
should not be exceeded at any time during a workday. 

Some substances are given a "skin" notation by the 
ACGIH. This designation refers to the potential contribution 
to the overall exposure by the cutaneous route. Since little 
quantitative data are available describing absorption of 
vapors and gases through the skin, the "skin" notation is 
mostly an attention-calling designation intended to suggest 
appropriate measures for the prevention of cutaneous ab
sorption. 

The ACGIH limit definitions given above are abbreviated; 
complete discussion of these limits is given in [2]. Two im
portant considerations are that the limits should be used as 
guides and not fine lines between safe and dangerous con-
centations, and are intended for application and in
terpretation by people trained in the practice of industrial 
hygiene. 

Two other exposure limits — the emergency exposure limit 
or EEL and the continuous exposure limit or C E L - a r e 
somewhat unique to the military. EELs and CELs are 
established by the National Research Council's Committee on 

Journal of Engineering for Gas Turbines and Power APRIL 1986, Vol. 108/387 

Copyright © 1986 by ASME
Downloaded 01 Jun 2010 to 171.66.16.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 General characteristics of selected petroleum products 
PAINTERS' 

J P - 4 1 J P - 5 1 GASOLINE KEROSENE? NAPHTHA2 

Carbon Ran, c 4 ~ 016 t=8 - C i 6 C 3 - C i 2 C9 " 016 C7 - C u 

F l a s h P o i n t ( ° C ) 

Vapor P r e s s u r e ( 2 0 ° C ) mm Hg 

M o l e c u l a r Weight ( L i q u i d ) 

S p e c i f i c G r a v i t y 

1 R e f e r e n c e 
2 R e f e r e n c e 

FUEL 

SYNTHETIC 
J P - 1 0 

RJ -5 

RJ-5 

MCH 

( 4 ) 
( 5 ) 

MIXED DISTILLATE 
J P - 4 

J P - 4 

J P - 4 

J P - 5 

J P - 5 C S ) * 

J P - 4 ( S ) 

J P - 7 

J P - 8 

J P - T S 

DFM 

DFM(S) 

Table 2 
EXPOSURE 
( m o n t h s ) 

1 2 , 

6 , 

12 , 

1 2 , 

8 , 

3 , 

12 , 

3 , 

3 , 

3 , 

12 , 

3 , 

1 2 , 

3 , 

3 , 

int2 

conf3 

i n t 

i n t 

i n t 

cont 

i n t 

cont 

cont 

cont 

i n t 

cont 

i n t 

cont 

cont 

Description of fuel inhalation 
CONCENTRATION 

(mg/m3) 

560 

155 

3 0 , 150 

4 0 0 , 2000 

2 5 0 0 , 5000 

5 0 0 , 1000 

5 0 0 , 1000 

1 5 0 , 750 

1 5 0 , 750 

5 0 0 , 1000 

1 5 0 , 750 

5 0 0 , 1000 

2 0 0 , 1000 

5 0 , 300 

5 0 , 300 

exposures 
SPECIESl 

D,R,Mi,H 

D,R,Mi,M 

D,R,Mi,H 

D.R.Mi 

D,R,M,Mi 

D.R.Mi 

R,Mi 

D.R.Mi 

D,R,Mi 

R,Mi(M/F) 

R,Mi 

R,Mi 

R,Mi 

R.Mi 

R,Mi 

END DATE 

C o m p l e t e d 

C o m p l e t e d 

J u l 85 

C o m p l e t e d 

C o m p l e t e d 

Apr 85 

Dec 85 

Comple ted 

C o m p l e t e d 

Dec 86 

J a n 86 

J u l 86 

J a n 86 

C o m p l e t e d 

C o m p l e t e d 

1 D ( d o g s ) ; R ( r a t s ) ; 
2 Intermittent 
3 Continuous 

4 Shale 

M (monkeys); Mi (mice, female); H (hamsters); Mi(M/F) (mice, male and female) 

Toxicology (NRC-COT) in response to specific requests from 
its military sponsors (U.S. Army, Navy, and Air Force). 

The EEL is defined as a ceiling limit for an unpredictable 
single exposure - an occurrence expected to be rare in the 
lifetime of any person. It is designed to avoid substantial 
decrements in performance during emergencies. The CEL is 
recommended in specific situations where there may be ex
posure to a chemical continuously for up to 90 days. The 
EELs and CELs have been used as design criteria in con
sidering the suitability of materials for particular missions (as 
in a submarine or spacecraft) and in assessing the habitability 
of particular enclosed environments. The TLV-TWAs or 
STELs and the EELs and CELs are usually expressed in 
concentration units of parts per million (ppm) by volume or as 
milligrams per cubic meter (mg/m3). There are no oc
cupational health limits for JP-4 established or recommended 
by the ACGIH, NRC-COT, Occupational Safety and Health 
Administration, or National Institute for Occupational Safety 
and Health. 

USAF Proposed Limits for JP-4. JP-4 is a complex blend 
of up to 300 different hydrocarbon compounds. Other 
petroleum products such as gasoline, kerosene, JP-5 (a Navy 
aviation fuel), and naphtha also have complex chemical 
compositions. Because many hydrocarbons in these products 
have comparable health effects, proposed workplace exposure 
limits are frequently expressed as "total hydrocarbon 
vapors." The specific hydrocarbons that contribute to the 

total are defined by the vapor sampling and analysis 
technique. Presumably the sampling and analysis method 
gives results that reflect the true total hydrocarbon vapor 
concentration in the workplace. The practical advantage of a 
"total vapor" health limit is that only one analysis per 
workplace air sample is required. Initial samples may also 
require analysis of special interest substances such as benzene 
to verify that a "total vapor" limit is appropriate. Analysis of 
several individual hydrocarbon components per air sample 
would cost much more than a single "total vapor" analysis. 
Table 1 compares selected chemical and physical properties 
for JP-4, JP-5, gasoline, kerosene, and painters' naphtha. 

The USAF has submitted rationale for JP-4 exposure limits 
to the ACGIH [6]. The proposal includes a TLV of 700 
mg/m3 (200 ppm) and a STEL of 1050 mg/m3 (300 ppm) as 
n-hexane with a "skin" notation. The rationale is based on 
gas chromatograms of JP-4 headspace vapor at 25 °C and 
proportional additivity of health effects for the identified 
components [6]. This same approach is the basis of the 
gasoline TLV (900 mg/m3), which was adopted by the 
ACGIH in 1982 [3] after two years as an intended value. The 
"skin" notation was recommended because JP-4 is a 
defatting agent and can cause dermatitis, which may lead to 
increased skin absorption. The additivity of health effects 
approach for JP-4 requires established TLVs for the iden
tified headspace components. The mathematics of this 
procedure is given in [6]. 
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JP-4 is primarily aliphatic hydrocarbons (paraffins) with an 
average concentration of 10-11 percent aromatics and 1 
percent unsaturated hydrocarbons [7]. As a class, paraffins 
are generally considered to be central nervous system (CNS) 
depressants with the exceptions of the first three members of 
the series, methane, ethane, and propane, which are simple 
asphyxiants, and n-hexane, which is a peripheral neuropathic 
agent. The vapors of the paraffins are generally considered to 
be irritating to the mucous membranes, but direct liquid 
contact with the lungs will cause pneumonitis [8]. Aromatics 
are also generally considered to be CNS depressants. 

Benzene deserves special mention since it has toxic 
properties thought to be unique among hydrocarbon com
pounds. Benzene exerts a toxic effect on the blood-forming 
organs in the bone marrow [8] and is a suspect carcinogen [6], 
Benzene has the lowest TLV (i.e., 30 mg/m3) of any head-
space component used in calculating the proposed "total 
vapor" TLV for JP-4. 

Inhalation Toxicology Research on Petroleum and 
Shale JP-4 

The USAF proposed exposure limits for JP-4 did not 
consider on-going hydrocarbon toxicology research at 
AFAMRL because the current research is not conclusively 
complete. The first inhalation exposure to JP-4 was con
ducted in 1973. Since this initial subchronic study, the USAF 
has conducted numerous subchronic and one-year oncogenic 
inhalation studies on petroleum and shale-derived aviation 
fuels and high-energy synthetic hydrocarbon fuels developed 
for missile applications (see Table 2). Reference [9] is a 
comprehensive summary of results for all mixed distillate and 
synthetic fuels studied at AMRL/TH. 

Experimental Methods. 
Exposure Chambers and Exposure Schedule. All 

inhalation exposures were conducted in the Thomas Domes 
located in the Toxic Hazards Research Unit (THRU), Wright-
Patterson AFB, Ohio. The Thomas Domes are unique, 23.4 
m3 exposure chambers designed to provide long-term, 
continuous exposure of up to 400 rodents. Exposures were 
continued 24 hr per day during 90-day continuous studies and 
6 hr per day, excluding weekends and holidays, for in
termittent (occupational exposure schedule) studies (see Table 
2). 

Experimental Animals. The experimental animals used in 
these studies were randomized from main groups after quality 
control procedures and quarantine periods were completed. 
Each exposure chamber contained as few species as possible 
to reduce the risk of cross infection. Enough rodents were 
used to permit a statistically valid number of each species to 
reach the required age for tumor induction with natural and 
toxicologic attrition. 

Generation of Test Atmospheres. The exposure chambers 
were operated from a single master generator to assure 
equivalent exposures at the desired concentrations. Con
centrated fuel vapors were produced by passing fuel through 
dual constant temperature evaporator towers operated be
tween 50°C and 57°C. The concentrated vapor was mixed 
with air to establish the desired atmospheric concentrations in 
the respective chambers. Fuel not vaporized was collected in a 
waste drum for disposal. Vapor concentrations were 
measured continuously using a Beckman Model 400 
Hydrocarbon Analyzer and compared with measured fuel 
consumption and air flows. The absence of aerosols was 
documented using a Royco Aerosol Particle Counter. Quality 
control on the test fuels and analysis of the chamber at
mospheres were performed using gas chromatography and 
mass spectrometry. 

JP-4 Toxicity. The initial experiment was an intermittent 
eight-month exposure to 2500 mg/m3 and 5000 mg/m3 JP-4. 
An exposure concentration of 5000 mg/m3 was chosen to 
produce a benzene vapor concentration of 80 mg/m3 , which 
was the TLV at that time. Benzene was selected as the critical 
vapor, since there were concerns that it might be the most 
toxicologically significant fuel component. Hematologic 
measurements and bone marrow analyses in JP-4 or benzene-
exposed animals failed to show any statistically significant 
differences from controls. Histopathologic findings failed to 
show any treatment-related effects. 

Ninety-day continuous exposures to 500 mg/m3 and 1000 
mg/m3 were begun in 1979. Both concentrations of JP-4 
caused reduced weight gain in male and female rats during the 
exposure; however, this difference disappeared during the 19-
month post-exposure observation. Histopathology of animals 
sacrificed immediately following exposure indicated there 
were significant exposure-related tissue lesions in both rodent 
species. In male rats, for example, 100 percent of the kidneys 
in the high- and low-dose groups exhibited hyaline droplet 
formation in the proximal tubular epithelium. Furthermore, 
in 96 percent and 100 percent of the low- and high-dose male 
rats, respectively, focal dilatation of the renal tubules was 
present near the corticomedullary junction, and these dilated 
segments were plugged with necrotic cell debris. All lesions 
found in exposed and control dogs were common in
fectious/degenerative changes consistent with aging in all 
canine species. 

A one-year intermittent exposure to 500 mg/m3 and 1000 
mg/m3 was begun in February 1980 to allow comparison of 
the tumorigenic potential of petroleum-derived and JP-4 
refined from shale oil as part of the USAF alternate fuels 
program. A 90-day exposure to shale JP-4 also at con
centrations of 500 mg/m3 and 1000 mg/m3 was completed in 
March 1984. Examination of tissues collected for 
histopathologic evaluation from these studies is incomplete. 

Discussion. The results for other fuel vapor exposures are 
consistent with those given for JP-4. A generalized picture of 
the toxic response to long-term exposure to hydrocarbon 
vapors is beginning to evolve. In male rats, continuous ex
posure for 90 days reduces body weight gain and increases 
kidney/body weight ratios. Hyaline droplets in the proximal 
tubule epithelium and multifocal dilatation near the cor
ticomedullary junction present in 80 to 90 percent of exposed 
animals is absent in control animals. 

In completed one-year intermittent exposures, there is only 
a slight weight depression in exposed rats, hyaline droplet 
formation in the proximal tubules, and a slight increase in 
mineralization in the loop of Henle. The most significant 
finding is the presence of renal carcinomas in male rats 
sacrificed at 24 months. Histopathologic evaluation of tissues 
collected during the one-year JP-4 exposure is also expected to 
demonstrate increased evidence of renal carcinomas in ex
posed male rats. 

The etiology of this toxic nephropathy and renal tumors is 
unknown, leaving unanswered the question whether this effect 
is significant in humans. The effects appear generic and not 
related to any unique characteristics of aviation fuels. For 
example, the American Petroleum Institute recently reported 
similar results for unleaded gasoline [10]. 

As indicated in Table 2, results for many of the long-term 
inhalation studies on other hydrocarbon fuels conducted in 
the THRU will not be available for a number of years. The 
histopathology of the animals in these studies should provide 
additional data on this particular lesion and provide evidence 
to evaluate whether this is a generic effect of many 
hydrocarbons. There is a critical need for further definitive 
research to elucidate the mechanism of this hydrocarbon-
induced renal effect to understand why this nephrotoxicity is 
specific to male rats. 
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Summary 

The primary fuel used in USAF aircraft, JP-4, has a 25-year 
history of safe use. Based on this experience and on analogy 
with the rationale for adopted occupational exposure limits 
for gasoline, the USAF has submitted JP-4 exposure limits for 
consideration by the ACGIH. The USAF has an on-going 
hydrocarbon fuel toxicology research program. Completed 
studies show that extended exposure to fuel vapors causes 
significant numbers of tumors in male rat kidneys. The 
human significance of hydrocarbon-induced toxic 
nephropathy and renal cancer in male rats is unknown but is 
under study by the Air Force Aerospace Medical Research 
Laboratory. 
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Evaluation of Fuel Preparation 
Systems for Lean Premixing-
Prevaporizing Combustors 
A series of tests was conducted to provide data for the design of premixing-
prevaporizing fuel-air mixture preparation systems for aircraft gas turbine engine 
combustors. Fifteen configurations of four different fuel-air mixture preparation 
system design concepts were evaluated to determine fuel-air mixture uniformity at 
the system exit over a range of conditions representative of cruise operation for a 
modern commercial turbofan engine. Operating conditions, including pressure, 
temperature, fuel-air ratio, and velocity had no clear effect on mixture uniformity 
in systems which used low-pressure fuel injectors. However, performance of 
systems using pressure atomizing fuel nozzles and large-scale mixing devices was 
shown to be sensitive to operating conditions. Variations in system design variables 
were also evaluated and correlated. Mixture uniformity improved with increased 
system length, pressure drop, and number of fuel injection points per unit area. A 
premixing system compatible with the combustor envelope of a typical combustion 
system and capable of providing mixture nonuniformity (standard 
deviation I mean) below 15°Io over a typical range of cruise operating conditions was 
demonstrated. 

Introduction 
The use of lean premixing-prevaporizing (LPP) combustors 

can provide ultra-low pollutant emissions as well as potential 
for improved performance, durability, and fuel flexibility in 
gas turbine engines. All of these advantages depend on 
complete prevaporization of the fuel and uniform premixing 
of the fuel and air prior to introduction of the mixture into the 
combustion chamber. A lean fuel-air mixture has a lower 
peak flame temperature than a conventional diffusion flame, 
where locally stoichiometric flame temperatures are obtained. 
This reduction in flame temperature decreases NO^ for
mation. By eliminating locally rich regions, premixing also 
largely prevents soot formation, thereby reducing flame 
radiation. This results in lower liner temperatures and im
proved fuel flexibility. Reduced soot formation also leads to 
lower smoke emission. Another potential benefit of premixing 
is improved turbine life because of reduced hot streaking and 
improved control of combustor exit temperature profiles. 

All of the benefits of LPP combustion depend on complete 
evaporation and uniform mixing of the fuel and air. Locally 
unevaporated or rich mixtures lead to increased NOx and soot 
formation. 

The major challenge in designing a premixing system for a 
practical aircraft-type gas turbine combustor is to obtain 
complete premixing within the short combustion system 
envelope and within the time limitations imposed by 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 30th International Gas Turbine 
Conference and Exhibit, Houston, Texas, March 18-21, 1985. Manuscript 
received at ASME Headquarters, January 7, 1985. Paper No. 85-GT-137. 

Pilot and 
Main Stage 

Variable //'^ i j 
Area Vanes 

Flow Splitters 
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Premixing Duct 

Fuel In jector-

Fig. 1 Lean premixing-prevaporizing combustor 

autoignition of the fuel-air mixture. An example of a LPP 
combustion system designed for full-range operation in an 
aircraft gas turbine is depicted in Fig. 1 (from [1]). The system 
shown was sized and designed for the envelope and operating 
conditions of the General Electric CF6-50 engine. A con
ventional pilot stage is used for lightoff and low-power 
operation, while the LPP main stage is used for high-power 
operation. Premixing system design criteria for this com
bustor are a maximum premixing system length of only 15 
cm, a maximum residence time of 2 ms (based on autoignition 
delay at takeoff operating conditions), and a total combined 
pressure drop in the premixing system and flow splitter of less 
than 5% of combustor inlet pressure. 

Analytical techniques are available (see, for example, [2]) to 
estimate fuel spray penetration, evaporation, and fuel-air 
mixing, but these estimates have not been experimentally 
verified for systems and operating conditions typical of the 
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Table 1 Test configurations 

Concept 

Vortex generator 

Multitube 

Perforated plate 

Annular duct 

Configuration 

A-l 
A-2 
A-3 
B-l 
B-2 
B-3 
B-4 
B-5 
B-6 
C-1 
C-2 
C-3 
D-l 
D-2 
D-3 

Description 

Vane length = 0.64 cm, 45 deg angle of attack 
No vanes 
Vane length = 1.02 cm, 30 deg angle of attack 
Baseline 
Primary tubes removed" 
Reduced pressure drop" 
Twenty-five percent duct length reduction 
Fifty percent duct length reduction 
Annular duct adaptation 
Eighteen fuel tubes (Fig. 3) 
Six fuel tubes 
One fuel tube 
One-tip injectors (Fig. 4) 
Four-tip injectors 
Six-tip injectors 

a Modification incorporated in all subsequent configurations of Concept B 

FueF " / ' -
Nozzle-/ 

1 
5.3 Dia 

^Perforated | 5 3 
Plats 

-11.4 ^ 
Concept A - Vortex Generators 

1-3.8-j 

Concept C - Perforated Plate 

/-Rectangular Duct 
/ (10.2 cm Wide) 

—Low Pressure 
Injectors (4) 

I-—14.2 

Concept B - Multi Tube Concept D - Annular Duct 

Fig. 2 Premixing duct design concepts (dimensions in cm) 

one shown in Fig. 1. The purpose of the experimental study 
described in this paper was to evaluate several premixing 
system design concepts applicable to aircraft-type LPP 
combustion systems at conditions typical of engine operation 
in order to develop a reliable test data bank for evaluation of 
analytical models, and to derive design correlation procedures 
for LPP combustion systems currently under consideration. 
Variations in operating conditions and critical design 
parameters were evaluated to provide data for correlation of 
these effects. Test evaluations were conducted on full-scale 
premixing systems at conditions typical of cruise operating 
conditions in a high-pressure ratio turbofan engine. 

Test Configurations 

Four different premixing system concepts were evaluated, 
as illustrated in Fig. 2. Several variations of each concept were 
evaluated, as described in Table 1. 

Concept A uses a pressure atomizing nozzle to inject fuel 
into the throat of a converging/diverging tube. Eight flat 
vanes, or vortex generators, are mounted at the throat of the 
duct. These vanes generate trailing vortices within the duct. 
The objective of these vortices is to promote large-scale 
mixing of the fuel and air in the duct. Four of the vortex 
generators are oriented so as to swirl the air in a clockwise 
direction, and the other four are oriented to swirl the air in a 
counterclockwise direction. The swirl direction is alternated 
so that there is no net swirl in the duct. The size and strength 
of the vortices is determined by the angle of attack, length, 
and width of the vortex generators. The length and angle of 
attack of the vortex generators were varied in this test series, 
as described in Table 1. 

Concept B uses four pressure atomizing fuel nozzles 
mounted at the throat of four cylindrical primary air tubes. 
The function of these primary air tubes is to ensure that an 
appropriate amount of air is mixed with the fuel flow from 
each nozzle. Eighty percent of the airflow enters through these 
primary tubes, while the remaining 20% is introduced be
tween the primary tubes to prevent recirculation of the fuel-

1.07 mm I.D. Tube 

n mo, o= 
B§8®8%8 

Configuration Tubes Fueled 
C-1 18 (O • ) 
C-2 6(») 
C-3 1 (8) 

Fig. 3 Concept C fueling patterns 

© © 
1-Tip Injector 

(D-1) 

" X 

0.56 

4 

mm 

6 

Tip Injector 
(D-2) 

.D. Tube^r 

Tip Injecto 
(D-3) 

Fig. 4 Annular duct (concept D) fuel injector configurations 

air mixture at the primary tube exit. Six variations of this 
concept were evaluated. Modifications included elimination 
of the primary tubes, increase in duct area to reduce pressure 
drop, and reduction in duct length. The first five variations 
utilized cylindrical ducts, while the sixth was the same concept 
applied to an annular duct. This sixth system simulated an 
array of 45 injectors mounted in 45 primary tubes equally 
spaced about the annular duct inlet. This annular system was 
simulated with a rectangular duct having three fuel in
jector/primary tube assemblies spaced as in the actual duct 
system (representing a 24 deg sector of the annular duct). 

Concept C uses a perforated plate at the inlet to the duct to 
meter the inlet air and to position the fuel tubes. The number 
and position of fuel tubes can be varied to trim the fuel 
distribution. Three modifications of this concept were 
evaluated, containing one, six, and eighteen fuel tubes, 
respectively, as shown in Fig. 3. Equal length fuel tubes were 
used, and flow calibration tests were conducted prior to 
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Table 2 Test conditions 

Conditions 
Typical 

cruise range*7 
Experimental values 

Inlet temperature, K 
Pressure, MPa 
Premixing duct velocity,6 ms 
Premixing duct equivalence ratio 

600-725 
0.6-1.1 

60 
0.6 

533,644,c756 
0.45,c 0.69, 1.03 
45,60,c 75 
0.45, 0.6C 

aCF6 engine. 
b Varies with configuration. 
cBaseline operating condition. 

Table 3 Premixing test summary 

Flow 
Straightening 

eens 

Instrumentation 
Section 

Exit Section 

^-Bosses for Fuel 
/ I n j e c t o r s and Inlet 
' , Instrumentation 

{8 Places) 

Sampling Probe 

Fig. 5 Premixing duct test rig 

i Heated Sample Line 
n Sampling Probe 

Catalytic 
Oxidizing Cell—* CD 

Dilution 
Plow 

Digital 
Voltmeter NDIR CO 

Analyzer 

-Steam Heated 
Sample Line 

Tube Furnace 
Voltage Control Remotely Operated,. 

, ,, Throttling Valve vJ 
Sample Vent 

1 Control Valve 

V 
Sample Flowmeters 

Fine Sample 
0.1 SCFM|| | H HI m \ F l o w R a t e 

J Control 
0.6 to 5.3 SCFM' 

^ Drain Valve 

Fig. 6 Fuel-air ratio analysis system diagram 

evaluation of this concept to ensure that fuel was equally 
distributed among the tubes. 

Concept D is an annular duct system consisting of an array 
of 60 fuel injectors mounted at the inlet to an annular duct. 
This system was simulated with a rectangular test piece 
containing four injectors. This test piece represented a full 
scale, 24 deg sector of the actual duct. Three different 
variations of this concept were evaluated in which three 
different injector-tip configurations were used. The three 
injector-tip configurations were comprised of one, four, and 
six-point low-pressure injection tubes, respectively, as shown 
in Fig. 4. 

Experimental Setup and Procedures 

The fuel-air mixing tests were conducted using the high-
pressure test rig shown schematically in Fig. 5. This test rig is 
mounted vertically to avoid gravitational effects, and is 
designed to operate at pressures up to 1.4 MPa and tem
peratures up to 800K. 

The test rig is fabricated from stainless steel pipe having a 
nominal internal diameter of 15 cm. Screens are mounted in 
the rig inlet section to provide a uniform velocity profile at the 
inlet to the test piece. The test piece is mounted in an in-

Configuration 

A-l 
A-2 
A-3 
B-l 
B-2 
B-3 
B-4 
B-5 
B-6 
C-l 
C-2 
C-3 
D-l 
D-2 
D-3 

J max 

/avg 

2.48 
1.88 
1.76 
1.09 
1.04 
1.17 
1.22 
1.18 
2.15 
1.45 
1.91 
2.53 
9.33 
2.04 
1.37 

Test results" 

°/ 
/avg 

1.06 
0.74 
0.74 
0.05 
0.03 
0.14 
0.15 
0.14 
0.77 
0.40 
0.59 
0.96 
2.42 
0.45 
0.25 

A W , % 6 

4.3 
1.2 

14.7 
7.8 
8.9 
4.7 
5.1 
4.1 
2.0 
3.8 
3.8 
3.8 
1.8 
2.1 
1.2 

" At baseline conditions indicated in Table 2. 
Percent of inlet pressure (corrected for rapid expansion loss at duct 
exit). 

strumentation section which contains four 10 cm access panels 
which can be adapted for visual/optical access or for 
mounting sample, pressure, or thermocouple probes. 

For the current test series, a traversing, single-element gas 
sampling probe was used to evaluate the time average fuel-air 
ratio distribution at the premixing duct exit plane. A water-
cooled probe design was employed to prevent autoignition 
and stabilization of a flame in the wake of the probe. For the 
conditions and configurations tested, fuel evaporation was 
predicted to be essentially complete at the duct exit [3]. Also, 
for the configurations evaluated, axial flow was expected at 
the duct exit. Therefore, isokinetic sampling was not required 
to obtain representative results. In early tests, the effect of 
sub- and super-isokinetic sampling rates was evaluated and 
found to have a negligible effect on fuel-air ratio 
measurements. 

The test rig exit section is a straight pipe containing a water 
injection ring to protect against autoignition of the fuel-air 
mixture. Pressure within the test rig is controlled using a 
pressure regulating valve in the facility exit ducting. The 
facility also contains a filter/separator system to remove the 
fuel vapor from the exhaust. 

In addition to the gas sampling probe, instrumentation 
included total airflow (ASME thin plate orifice), inlet air 
temperature (two chromel/alumel thermocouple probes at the 
test piece inlet), inlet total pressure (single impact probe on 
the duct centerline), fuel flow (turbine flowmeters), fuel 
pressure and temperature, and test piece pressure drop. 

Gas samples were analyzed with the fuel-air ratio 
measurement system shown in Fig. 6. This system contains a 
catalytic oxidizing cell which completely oxidizes the fuel so 
that the fuel-air ratio can be determined from the COz 

concentration. CO and hydrocarbon analyzers were also used 
to verify that oxidation was complete. A metered dilution air 
source is also used to allow analysis of rich fuel-air mixtures. 
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Fig. 7 Typical fuel-air ratio profiles (average fuel-air ratio 0.042) 

Each test configuration was typically evaluated over a range 
of inlet temperatures, velocities, pressures, and fuel-air ratios 
as described in Table 2. The test conditions were selected to 
overlap typical cruise operating conditions for a modern 
turbofan engine. At each condition, a seven-point gas sample 
traverse was generally conducted. A more detailed traverse 
was obtained to more thoroughly characterize the fuel-air 
ratio patterns produced by each configuration at the baseline 
operating condition indicated in Table 2. 

Results and Discussion 

A summary of test results obtained with the fifteen test 
configurations is presented in Table 3. For each con
figuration, pressure drop and two different measures of 
fuel-air mixture uniformity at the baseline test point are 
presented. The first uniformity parameter is the peak local 
measured fuel-air ratio divided by the average of the locally 
measured fuel-air ratios. The second parameter is the sample 
standard deviation of the local measurements divided by the 
average of the measured values. Detailed fuel-air ratio 
measurements for each of the test configurations at each test 
condition are presented in [4]. 

Fuel-air ratio profiles for two different premixing duct 
configurations are shown in Fig. 7. Peak fuel-air ratio values 
in most cases were measured in-line with the fuel injection 
points. Agreement between average gas sample fuel-air ratios 
and the overall fuel-air ratio calculated from metered fuel and 
air flows was generally good. 

Effect of Operating Conditions. The effect of variations in 
inlet temperature, velocity, pressure, and fuel-air ratio varied 
from configuration to configuration. Operating conditions 
affected mixture uniformity to varying degrees in concepts A 
and B, while concepts C and D were virtually unaffected. 

Premixing system concepts A and B were both sensitive to 
variations in operating conditions, but the trends observed 
with variation in operating conditions were quite different. 
Mixture uniformity with concept A became slightly worse 
when temperature and pressure were increased, and better 
when fuel-air ratio was increased. With concept B, fuel-air 
mixing was improved with increasing temperature and 
velocity, while fuel-air ratio and pressure effects were weak, 
as shown in Fig. 8. 
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of Veloci ty, m/s Equivalence Ratio 

Fig. 8 Effect of operating conditions on premixing performance 
(multitube injector) 
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Fig. 9 Effect of fuel injection point density on premixing performance 
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Fig. 10 Effect of design variables on premixing performance 

The common design features of concepts A and B are the 
use of pressure atomizing fuel nozzles and the presence of 
devices to promote large-scale mixing. In the case of concept 
A, large-scale mixing is promoted by the use of vortex 
generators. In concept B the rapid expansion as the flow exits 
the primary tubes promotes large-scale mixing. 

The effects of operating conditions on concepts A and B 
can be rationalized by considering spray atomization and 
penetration. Increased pressure [5], temperature [5], air 
velocity, and fuel-air ratio all improve atomization and 
reduce droplet penetration [6] with a pressure atomizing 
injector under the conditions studied (note that for the 

394/Vol. 108, APRIL 1986 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



conditions tested, fuel flow increases with pressure, velocity, 
and fuel-air ratio). For concept A, the reduced penetration is 
apparently detrimental, probably because the fuel droplets do 
not reach the location of the trailing vortices behind the 
vortex generators. On the other hand, in concept B the im
proved atomization apparently improves the turbulent 
dispersion characteristics of the droplets, thereby improving 
fuel-air mixing. Since four fuel injectors are used in concept 
B, fuel penetration is not as critical as in concept A. 

Mixture uniformity with concepts C and D was virtually 
unaffected by operating conditions. Both of these concepts 
depend on airblast atomization of the fuel, using low-pressure 
fuel tubes in which low-velocity fuel jets are injected into a 
high-velocity airstream. These concepts also depend on 
smaller-scale turbulent dispersion and diffusion for fuel-air 
mixing. 

Modification Effects. As described in Table 2, fuel-air 
mixture nonuniformity levels obtained with concept A were 
close to 1.0 (100%) for all three configurations tested. Of the 
concepts evaluated, concept A generally had the least 
favorable mixing characteristics. There was no consistent 
effect of variation in vortex generator vane length on mixture 
uniformity. As expected, pressure drop did increase with vane 
length. 

Concept B produced the most uniform fuel-air mixtures of 
the systems tested, with nonuniformity in the 0.03 to 0.15 (3 
to 15%) range for configurations B-l through B-5. Mixture 
uniformity improved rapidly with increased pressure drop. 
Surprisingly, there was little change in mixture uniformity 
when the duct length was reduced. Removal of the primary 
tubes had little effect on mixture uniformity. 

In both concepts C and D, mixture uniformity was found to 
be a strong function of the density of fuel injection points 
(points per unit area), as shown in Fig. 9. Nonuniformity 
levels with concept C were generally more than twice the levels 
obtained with concept B. However, it is thought that much 
improved uniformity could be obtained by adjusting the 
location of the fuel injectors. The best configuration of 
concept D provided satisfactory uniformity. 

A linear regression analysis was run to correlate the effects 
of pressure drop, duct length, and density of fuel injection 
points on mixture uniformity. The objective of this analysis 
was to provide a means of estimating the uniformity ob
tainable with a given system. The resulting correlation is 
shown in Fig. 10. 

In the design of a fuel-air premixing system for an actual 
LPP combustor, the primary design variables are duct length, 
airflow velocity, pressure drop, and the number of fuel in
jection points. Duct length, velocity, and pressure drop are 

limited by allowable combustion system pressure drop, 
autoignition delay time, and combustion system envelope. 
Once the length, velocity, and pressure drop have been 
defined based on these considerations, the required number of 
fuel injection points needed to meet a given fuel-air mixture 
uniformity goal can be estimated from Fig. 10. 

Conclusions 

A series of tests was run to evaluate four different fuel-air 
premixing system concepts. Based on this test series, the 
following conclusions have been drawn: 

1 Time-average fuel-air nonuniformity values below 15% 
(standard deviation/mean) can be obtained with a premixing 
system meeting the envelope and autoignition requirements of 
a modern aircraft gas turbine engine at typical cruise 
operating conditions. 

2 Effects of operating conditions on mixture uniformity 
depend on features of the premixing system design. Observed 
performance of systems using pressure atomizing fuel nozzles 
and large-scale mixing devices was sensitive to operating 
pressure, temperature, velocity, and/or fuel-air ratio. 

3 An approximate correlation of the effects of premixing 
system fuel-injection-point density, pressure drop, and mixing 
length on fuel-air mixing performance has been derived. This 
correlation can be used to estimate the system size and 
required number of fuel injection points to obtain a specified 
level of fuel-air mixture uniformity. 
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Thermal Mechanical Crack Growth 
Rate of a High Strength Nickel 
Base Alloy 
An understanding of thermal mechanical fatigue (TMF) crack propagation is 
fundamental to the application of fracture mechanics to gas turbine components. 
Typical operating conditions for a cooled turbine disk rim consist of a complex 
mechanical history and an associated variable amplitude thermal history. While 
thermally induced stress gradients are commonly incorporated in the mechanical 
history, the effects of thermal cycling on crack growth must be addressed in an 
appropriate fatigue model. A current computer-based empirical crack propagation 
modeling system has demonstrated effectiveness under isothermal conditions and 
can be readily expanded to include thermal-mechanical effects. The existing 
isothermal models were developed from an extensive data base and describe crack 
growth over a broad range of temperature and loading conditions. Building on this 
established system, a model of thermal-mechanical crack growth is being 
developed. 

Introduction and Background 

Historically, methods used for predicting the life of gas 
turbine engine components have resulted in a conservative 
estimation of useful life. For example, most rotor disks are 
limited by low cycle fatigue (LCF), generally expressed in 
terms of mission equivalency cycles. When some predeter
mined cyclic life limit is reached, disks are retired from 
service. These limits evolve from a statistical analysis of 
laboratory specimen data, which indicates the cyclic life at 
which one in 1000 parts, such as disks, will have a fatigue-
induced crack of approximately 0.030 in. in length. The life 
limits are based on test specimen data, but are subsequently 
verified and adjusted based on laboratory and engine com
ponent test results. By definition, only one part in 1000 will 
have a detectable crack of the predicted length after one 
service life; the remaining 999 parts will have less damage. 
Many of these parts are usable for one or more additional 
service lives. 

Economic pressures resulting from reduced availability of 
strategic materials, the high cost of engine components, and 
the resulting effect of increased lead time on force readiness 
have made this conservative approach untenable. As a result, 
a new methodology has evolved that would use the available 
safe life in each part. This methodology, referred to as 
retirement for cause (RFC), is not intended to extend the life 
of a component, but rather to use safely the life capacity 
inherent in each individual part [1]. A program jointly 
sponsored by the Air Force Wright Aeronautical Laboratories 
(AFWAL) and the Defense Advanced Research Projects 

Contributed by the Gas Turbine Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the 30th International Gas Turbine 
Conference and Exhibit, Houston, Texas, March 18-21, 1985. Manuscript 
received at ASME Headquarters, December 17, 1984. Paper No. 85-GT-12. 

Agency (DARPA) entitled "Engine Component Retirement 
for Cause" (F33615-80-C-5160) was established to reduce this 
concept to practice. Work is in progress to develop the 
probabilistic life analyses and integrated logistics/economic 
methodology to support this implementation. 

A key area of concern in the crack growth analyses of gas 
turbine engine disks is the impact that simultaneous variation 
in temperature and stress has on the crack growth predictions. 
Traditionally, these crack growth predictions are made using 
isothermal crack growth data at the temperature 
corresponding to the maximum stress and have produced 
predictions considered, in general, to be accurate, or at least 
conservative. 

A limited number of thermal mechanical crack growth 
experiments were performed to assess the adequacy of using 
isothermal data to predict TMF behavior. 

Material 

Two high-strength nickel-base turbine disk alloys were 
investigated: IN100 and Astroloy. For brevity, only the IN100 
results are presented. 

Nominal composition is presented in Table 1. This alloy has 
been used extensively for high-pressure compressor and 
turbine disks and spacers in the Air Force F100 engine since its 
initial production in 1972. The material is produced under all-
inert conditions. Powder, made by gas atomization, is hot 
compacted and extruded to forging billets. The material is 
then forged to near net component shape using the 
Gatorizing® superplastic, isothermal forging process, and 
then fully heat treated. Resultant grain size is typically ASTM 
11.5 to 13 for current production hardware. 
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Table 1 Chemical composition of IN100
Carbon 0.07
Manganese 0.020 max
Sulfur 0.010 max
Phosphorus 0.010 max
Silicon 0.10 max
Chromium 12.40
Cobalt 18.50
Molybdenum 3.20-3.32
Titanium 4.32
Aluminum 4.97
Boron 0.02
Zirconium 0.06
Tungsten 0.05 max
Iron 0.30 max
Copper 0.07 max
Lead 0.0002 max
Tantalum and 0.04 max

Columbium
Vanadium 0.78
Oxygen 0.010 max
Nickel Balance

Nominal composition - percent by weight

Table 2 Thermal mechanical fracture mechanics test matrix

2.54 cm

(10in_)l:-:j -'--

Fig. 1 ASTM standard center·crack·tension specimen

Experimental Program

The objective of this work was to assess the capability of an
existing empirical model to accurately (or conservatively)
predict crack growth in FlOD engine components subject to
thermal mechanical fatigue (TMF). The experimental TMF
crack growth testing is summarized in Table 2. ASTM
standard center-crack-tension (CCT) specimens as shown in
Fig. 1 were used. Flg.2 TMF test system

0.76 cm
(0.30 in.)

11.430 cm
(4.5 in.)

____ Nomenclature

a crack length, in.
(mm)
crack growth model
coefficients

N
R

T

cycles
stress ratio (min.
stress/max stress)
temperature

I:J( stress intensity range,
Iblin. 3/2

v = frequency, cycles/s
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In-Phase

Out-of-Phase

t@

Load

Out-of-Phase TMF Cycle

"m~"'"'·Ir-- ..
Time

'~~·'"'·I_.J ..
Time

Fig.3 TMF crack growth specimen on test

In-Phase TMF Cycle

Fig. 4 Typical temperature and load waveforms

-c,
x - Log (M)

Fig. 5 Model development using method of least squares

for the variation in test temperature. The crack lengths were
measured on both sides of the notch and on front and back
surfaces directly with a traveling microscope. Typical TMF
temperature/load waveforms are shown in Fig. 4. TMF

y ~ Log c
4(da{dN)

Test Method

The TMF test system (Fig. 2) is a conventional servo
hydraulic test machine which has been modified to
simultaneously ramp and control temperature and stress. The
machine contains two electronically controlled servo-systems:
One is a hydraulic system for closed-loop control of load,
strain, or displacement; the other is used concurrently for
closed-loop control of specimen temperature. Command
waveforms for each parameter are independent and can be
programmed to conduct any TMF test cycle within the ramp
rate capacity of the servo-systems.

Temperature control is accomplished using direct resistance
heating from a low voltage-high current transformer and
external air cooling. The transformer primary is driven by a
variable-voltage, phase angle fired power control circuit.
Current from the transformer is passed through the insulated
load fixturing to the specimen and back to the transformer.
The high current (0 to 1200 A at 0 to 3 V acc) passing through
the minimum cross section of the specimen· supplies the
thermal energy for rapid heating. Controlled closed-loop
heating rates of lOO°F (56°C) per second or less are generally
used for TMF testing. For the cooldown portion· of the
waveform, the servo-system applies only the quantity of air
required to maintain the temperature ramp. With the addition
of water-cooled heat sinks to the specimen fixturing (Fig. 3),
sufficient cooling (approximately 50°F/s, 28°C/s) can be
obtained by conduction through the fixturing to reduce the
through-thickness temperature gradient. The cooling is so
efficient that the fixture is only warm to the touch at the
maximum specimen temperature. A surface temperature
profile around the crack using pyrometry showed no localized
surface crack tip temperature differential. This test method
has been successfully used previously for screening and
alloy/coating system development [2].

All the precracklng and testing were performed generally in
accordance with procedures outlined in ASTM E647-83 except
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Fig. 6 Negative stress ratio has no effect 

testing with an in-phase cycle shape has the maximum load 
occurring at the maximum temperature. In the out-of-phase 
cycle, maximum load occurs at the minimum temperature. 
Two stress ratios (R = - 1.0 and 0.1) were used for the out-
of-phase testing. Maximum cyclic temperature was 1000°F 
(538°C) with minimum cyclic temperatures of 500°F and 
300°F (260 and 149°C). The test frequency was established at 
0.5 cpm to permit sufficient time for cooling the test specimen 
thereby minimizing the amount of air cooling required. 

Data Analysis Technique 

The fundamental analytical tool used in assessing TMF 
crack growth is the SINH model. This computer-based in-
terpolative crack propagation modeling system has 
demonstrated effectiveness under isothermal conditions and 
may be readily expanded to include thermal mechanical ef
fects. The existing isothermal models were developed from an 
extensive data base and describe crack growth over a broad 
range of temperature and loading conditions for several alloy 
systems. Based on this established system, development of a 
thermal mechanical crack growth model required minimal 
additional testing and analysis. 

The interpolative hyperbolic sine model (SINH) is in the 
form of computer software capable of describing crack 
propagation at various stress ratios, temperatures, and 
frequencies representative of gas turbine engine operation. 
The model is based on the hyperbolic sine equation, 

log(da/dN) = C,sinh(C2(logAA:+ C3)) + C4 

where the coefficients have been shown [3, 4, and 5] to be 
functions of test frequency (e), stress ratio (R), and tem
perature (T): 

C, = material constant 
C2=Mv,R,T) 
C3=Mv,R,T) 
C4=/4(ivR,7) 

Because of the simple relationships observed between the 
coefficients of the SINH model and the fundamental 
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Fig.7 Effect of TMF cycle with Tm i n = 300°F(149°C) 

Spec No. Symbol 

7AN2227 B 
7AN2228 ® 
7AN2231 A 
7AN2232 + 

Fig. 8 Effect of TMF cycle with Tm i n = S00*F (260°C) 

propagation controlling parameters, interpolations are 
straightforward. It is here the model demonstrates its great 
usefulness: The hyperbolic sine model provides descriptions 
of crack propagation characteristics where data are 
unavailable. 

The goal of this procedure is to determine model coef
ficients for which the resulting curve through the data will 
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Fig. 9 Comparison of out-of-phase TMF with 300°F (149°C) 10 cpm 
isothermal crack growth data 

have the least (minimum) summed squared error between 
calculated and observed values for the dependent variable (see 
Fig. 5). In this instance, the independent and dependent 
variables, x and>>, are log(Arv) and log (daldN), respectively. 

Results 

No significant difference in crack growth rate was observed 
for IN100 subjected to an out-of-phase thermal cycle at stress 
ratios of - 1.0 and 0.1 as illustrated in Fig. 6. This indicated 
that no discernible damage (creep or slip) occurred during the 
high-temperature compressive portion of the cycle. 

Comparisons of TMF in-phase and out-of-phase crack 
growth rate data at comparable temperature ranges for IN 100 
are plotted in Figs. 7 and 8. The in-phase specimen tests 
exhibit more rapid crack growth (approximately three times 
faster) than the out-of-phase tests. 

No discernible difference was observed for IN100 out-of-
phase TMF (Tmin = 300 or 500°F, 149 or 260°C) when 
compared to 300°F (149°C) and 500°F (260°C), 10 cpm 
isothermal data (Figs. 9 and 10, respectively). A comparison 
of IN 100 TMF in-phase data with 1000°F (538°C), 10 cpm 
isothermal data (Fig. 11) showed the crack growth rate 
isothermally to be slightly slower than for TMF. This effect is 
due to the higher frequency of the isothermal data (10 cpm 
versus 0.5 cpm for TMF tests) at a temperature where 
oxidation is significant. 

A comparison of all TMF crack growth rate data is 
presented in Fig. 12, with the corresponding hyperbolic sine 
model coefficients given in Table 3. The data can generally be 
divided into in-phase and out-of-phase cycle types with no 
significant crack growth rate effect from negative stress ratio 
and minimum cycle temperature. 

Integration of the crack growth model equation from the 
starting flaw size to the critical crack length results in the 
predicted life for a given set of test conditions. Comparison of 
predicted versus actual (P/A) lives indicates the model can fit 
the TMF crack growth data quite well, and where no TMF 
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Fig. 11 Comparison of in-phase TMF with 1000"F (538°C) 10 cpm 
isothermal crack growth data 

data are available, a reasonable life prediction should be 
expected using isothermal data at the appropriate tem
perature. 

All crack growth rate data conformed to standards outlined 
in ASTM E-647 for constant load amplitude fatigue testing 
except the results for the out-of-phase TMF testing. The out-
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Table 3 Model coefficients for TMF crack growth data

y = C\ X SINH (C2 x (X x C3» + C.

Where Y = log(da/dN) and X = log(LI. K)

Number Correlation Standard
IiK Range of Factor Error of

Curue C/ C2 C3 C4 (min. max) Points (R2) Estimate

1 0.5000 6.0424 -1.5262 -3.9805 (21.39, 56.29) 78 0.9858 0.0513
2 0.5000 6.5882 -1.5034 -4.5224 (20.55. 56.85) 132 0.9620 0.0752

Total RSQRD = 0.9820 Std Error Est = 0.0674

Temp, Stress Thickness, Predicted/
Curue Spec No. of Freq. Ratio in. Remarks Actual

1 7AN2227 500-1000 0.5 cpm -1.0 0.300 In-Phase 0.960
1 7AN2228 500-1000 0.5 cpm -1.0 0.300 In-Phase 0.960
1 7AN2229 300-1000 0.5 cpm -1.0 0.300 In-Phase 0.991
1 7AN2230 300-1000 0.5 cpm -1.0 0.299 In-Phase 0.966
2 7AN2231 500-1000 0.5 cpm -1.0 0.297 Out-of-Phase 0.941
2 7AN2232 500-1000 0.5 cpm -1.0 0.299 Out-of-Phase 0.828
2 7AN2233 300-1000 0.5 cpm -1.0 0.299 Out-of-PhaBe 0.916
2 7AN2234 300-1000 0.5 cpm -1.0 0.298 Out-of-Phase 1.092
2 7AN2235 300-1000 0.5 cpm 1.0 0.298 Out-of-Phase 1.137
2 7AN2236 300-1000 0.5 cpm 1.0 0.300 Out-of-Phase 1.021

In-phaseOut-oi-phase

negative or positive stress ratios at 300, 800, and 1200°F
(149,427, and 650°C).

2 No shear planes were observed on isothermal specimens
tested in an inert environment. This condition is similar to
the out-of-phase TMF tests where minimum oxidation
would occur as a result of the crack tip being opened only
at the lower temperature.

Other hypotheses were tested with no satisfactory ex
planation for the appearance of the out-of-plane fractures.

Fig. 13 Comparison of fracture surface morphologies

Conclusions

The objective of this investigation was to assess the
capability of the existing hyperbolic sine model to predict
accurately or conservatively the crack growth in gas turbine
engine disks subject to thermal mechanical fatigue (TMF).
The results are summarized as follows:

Using the lowest temperature of the out-of-phase TMF
cycle, the existing isothermal model will accurately
predict crack growth in engine disks subject to thermal
mechanical fatigue.
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Fig.12 Elfect of TMF cycle on crack growth (all data)

of-phase testing resulted in the development of large shear
planes (Fig. 13) which departed by more than 5 deg from the
plane of symmetry. Initially, the shear was thought to result
from the component of crack growth or damage that occurred
during the compressive portion of the cycle. However, as
testing progressed, similar shear planes developed in
specimens with a stress ratio (R) of 0.1 (i.e., no compressive
loading during the cycle).

Observations with regard to the out-of-phase TMF fracture
mechanism and results from previous testing provided the
following:

1 No shear planes have been observed in the fracture of
isothermal specimens tested previously with either
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2 Using the highest temperature of the in-phase TMF 
cycle, the model again should accurately predict crack 
growth. 

3 Crack growth rates under compressive loading (R = -
1) did not differ from all tensile loading (R = +0.1) for 
out-of-phase TMF cycling. 

4 Out-of-phase TMF testing resulted in the development 
of large shear planes which had no noticeable influence 
on crack propagation rates measured normal to the 
loading axis, and for which no satisfactory explanation 
has been found. 

Caution must be used in extending these results to other 
materials and conditions (e.g., creep range stress/tem
peratures, coated systems, etc.). 
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Weight Functions of Radial Cracks 
in Hollow Disks 
Explicit nodal weight functions for both bore and rim radial cracks in a hollow disk 
are presented with special emphasis on the load independent characteristics of the 
weight functions that can eliminate the repeated finite element computations of the 
Mode I stress intensity factors (K,) for a given crack geometry under different 
loading conditions. An analytical expression, which relates the explicit crack-face 
weight functions to the radial distance (r s) from the crack tip along the crack face, 
is also provided for wide range ratios of crack length (a) to the difference between 
outer disk radius (R0) and inner disk radius (Rj) [0.01 < a/(R0 - R>) < 0.8]. The 
accurate explicit weight functions of any crack length can be obtained easily with a 
cubic spline interpolation technique from an adequate set of explicit crack-face 
weight functions of discrete crack lengths. With the availability of the explicit 
crack-face weight functions for both the bore and rim cracks, the Mode I stress 
intensity factors under any complex loading conditions can be calculated accurately 
and inexpensively by a sum of worklike products between the equivalent "un-
cracked" stress field and the interpolated crack-face weight functions. This 
equivalent uncracked stress field could include the body force loading of a rotating 
disk, thermal loading, complex residual stresses, the applied tractions at the crack 
face and other locations, and any combinations of these loading conditions. 

Introduction 

An efficient finite evaluation of the explicit weight func
tions [1] has been established recently at all locations within 
the structure of interest. This needed computational efficiency 
is achieved by combining the virtual crack extension technique 
[2 and 3] with the singular elements [4 and 5]. The weight 
function concept [6 and 7] is in fact the Green's function for 
the stress intensity factors of a cracked body. In other words, 
the weight function is a universal function that depends only 
on geometry and not on loading conditions [7]. In the 
practical application of linear elastic fracture mechanics, the 
determination of the explicit weight function is often more 
advantageous than the calculation of the Mode I stress in
tensity factor (Kt) alone. The use of weight function can 
obviate the unnecessary repeated finite element calculations 
of Kx values under different loading conditions of a given 
crack geometry. The virtual crack extension technique has 
also been extended recently to mixed mode crack problems by 
Sha et al. [8 and 9] with the symmetric mesh in the crack-tip 
neighborhood. 

The primary purposes of this paper are to present the 
characteristics of the explicit weight functions along the crack 
face, and inner and outer perimeter locations for both bore 
and rim cracks in a hollow disk having an external radius (R0) 
twice the size of an internal radius (Rj). An analytical ex
pression for the crackface weight function for both bore 
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MECHANICAL ENGINEERS and presented at the 30th International Gas Turbine 
Conference and Exhibit, Houston, Texas, March 18-21, 1985. Manuscript 
received at ASME Headquarters, December 17, 1984. Paper No. 85-GT-14. 

(inner) and rim (outer) radial cracks is also presented in this 
paper as a function of radial distance (rs) from the crack tip 
along the crack face. The radial component of the weight 
function at the perimeters of the inner radius and outer radius 
can be accurately represented in the Fourier series. The use of 
the cubic spline interpolation technique is satisfactory for 
obtaining the crack-face weight functions of any crack length 
from an adequate set of crack-face weight functions of dif
ferent crack lengths. 

According to Rice's displacement derivative representation, 
the weight function vector at the (xt, yt) location with crack 
length (a) is defined as 

hxi(x„yha) = 
H dUi(xhyi,a)* 

2AT,(<7)* da 

where 

H = the effective modulus 
A' ,(a)*=the Mode I stress intensity factor under 

system with crack length (a) 

and 

du(xi,yi,a)* 

(1) 

loading 

da 
= the partial displacement derivative with 

respect to the virtual crack extension Aa 
under * loading system 

The Mode I weight function vector, hv (xh yh a), at all (xh 

y,) locations consists of h]x (xh yh a) and hly (xh yh a) 
components, which are defined as 

, , , H dux(xhyha)* 
hlx(Xj,y,,a) = „ „ , , , • (2a) 2K,(aV da 
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, , , H duy(xi,yi,a)* 
hXy (Xj,yita) = • (26) 

2K{(a) da 

where «x and uy are the displacement component along the x 
and .y axes, respectively, under * loading system. 

Following Rice [6], the Mode I stress intensity factor (Kx) is 
expressed as a sum of worklike products between the applied 
traction and the explicit weight functions (A,) at their points 
of application for two-dimensional crack geometry as 

Kt= [ t-hidS+\ f-hx\dA (3) 

where 

S = the boundary with surface traction (r) applied 
/ b = body force within area A 

Without body-force loading, only the line integral is in
volved in the K\ calculation, as shown in equation (3) for two-
dimensional crack problems. However, by applying the linear 
superposition principle, the K{ calculation for a given crack 
geomtetry can be evaluated from the line integral alone even 
with body-force loading by combining the resultant un-
cracked stress field a(rs) with the crack-face weight function, 
hirs ( r j . a)< a t t n e crack-face location as 

Kl=z \0
a(r^'hirs(rs,a)drs= J^ fi(rs)>hlrs(rs,a) (4) 

where 

rs =the radial distance from the crack tip along the 
crack face 

h\r (rs,a) =the crack-face weight function component for 
Mode I deformation with crack length (a) 

fi(rs) = consistent nodal forces equivalent to a(rs) 
applied uncracked stress 

The resultant uncracked stress field, u(rs), can include 
body force loading for the rotating disk, thermal loading, 
applied tractions at the crack face and any other locations, 
complex residual stresses of a partially autofrettaged thick-
wall cylinder, and any of their loading combinations. 

The crack-face weight function component, hXr (rs, a), for 
both bore and rim radial cracks in a hollow disk can be ac
curately represented by 

N ( — - 0 
hi,s(rs,a)='£c„(a)rs

 2 (5) 
» = i 

where 
N = the maximum number of terms needed for accurate 

representation of hlr (rs,a) 
C„(a) =the least-square regressed coefficients that are a 

function of crack length (a) only 

The crack-face weight function for any crack length (a) can 
be accurately obtained with the cubic spline interpolatory 
technique from an adequate set of crack-face weight functions 
of discrete crack lengths. 

The needed stress intensity factors at any crack length for 
life calculation can be evaluated economically and accurately 
from equation 4 by combining the uncracked stress field and 
the interpolated crack-face weight function. With this ap
proach of evaluating Kt for bore and rim radial cracks, the 
total loss of Kx accuracy is found to be less than 1%. 

The implied weight function approach with Rice's 
displacement derivative representation has been used by 
Besuner [10], Grandt [11], Andrasic et al. [12], and Pu [13] 
for calculating stress intensity factors of a given crack 
geometry under different loading conditions. It can be divided 
into two categories depending on whether the partial 
displacement derivative with respect to crack length (du/da) at 
the crack-face location is approximated. The former group is 

represented by Grandt [11] and Andrasic et al. [12] with du/da 
approximation, which is made either from the conic section 
given by Orange [14] or from the numerical approximation of 
crack-face displacement data of different crack lengths. The 
latter group is typified by Pu [13], with no assumptions on u 
and du/da, using the finite element method to compute stress 
intensity factors associated with different simple loading 
systems. The present work on explicit weight function vectors 
differs from these previously mentioned implied weight 
function publications [10-13] in that both nodal weight 
function vectors hu (xh yh a) and partial displacement 
derivatives for the entire structure of interest are determined 
explicitly and efficiently with the finite element virtual crack 
extension technique. This is done through the following two-
step process: 

1 Obtain the displacement derivative with respect to the 
crack extension du/da at the perturbed locations for the 
entire structure of interest from the perturbations of 
elemental stiffness and nodal forces of a few elements as 
a result of virtual crack extension. 

2 Convert the displacement derivatives from the per
turbed locations to the unperturbed locations. 
Mathematically, this is equivalent to changing the total 
displacement derivatives du/da to partial displacement 
derivatives du/da. 

Mathematically rigorous procedures are adopted in 
carrying out this two-step process within the framework of 
finite element methodology. 

By coupling the virtual crack extension technique with the 
singular elements, an efficient finite element methodology for 
evaluating stress intensity factors and explicit nodal weight 
functions for the entire structure of interest has been 
established [1]. The application of this efficient finite element 
methodology to bore and rim radial cracks of a hollow disk is 
exercised in this paper. Once the explicit nodal weight func
tions for a given crack geometry are predetermined, the 
application of these predetermined weight functions to other 
loading conditions can be made efficiently and economically 
for calculating the needed stress intensity factors for life 
evaluation of a disk component. An excellent agreement in 
numerically determined Kx values for disk geometry is 
demonstrated in this paper between the results obtained from 
explicit weight functions and the literature data obtained from 
other numerical techniques. 

Explicit Weight Functions 

As indicated in equation 1 of Rice's displacement derivative 
representation of weight function, the determination of ex
plicit weight function requires both Mode I stress intensity 
factor (K{) and partial displacement derivatives with respect 
to crack length (du/da). The details for finite element 
evaluation of explicit weight functions with the virtual crack 
extension technique coupled with singular elements can be 
found in a recent paper by Sha [1] with special emphasis on 
computational efficiency. A brief outline of the finite element 
evaluation of explicit weight function will be followed for the 
sake of completeness. 

The degenerated quarter-point quadratic elements with v7 
displacement variation were assembled in the crack-tip 
vicinity. These singular crack-tip elements were surrounded 
by the standard eight-noded quadratic elements for the 
remainder of the two-dimensional crack model. The virtual 
crack extension of an amount Aa was simulated by advancing 
the crack-tip node by Aa in the direction colinear with the 
Mode I crack. The surrounding quarter-point nodes were also 
shifted to the new quarter node locations for the proposed 
mode of virtual crack extension technique used in the 
numerical calculation of stress intensity factor and explicit 
weight functions for two-dimensional Mode I cracks. 
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The determination of Kx value with the energy method is 
normally made from the energy release rate (G), which is the 
potential energy difference (Air) between two successive 
crack-tip positions, with respect to crack extension, under a 
given loading condition. In the virtual crack extension 
technique, the G evaluation is made only by one complete 
finite element computation of original crack geometry and 
partial analysis of new crack geometry with a few elements, as 
contrasted with two complete finite element runs of slight 
difference in crack length for the regular energy method under 
the identical loading condition. Therefore, the virtual crack 
extension technique is certainly preferred, from a com
putational efficiency viewpoint. In terms of finite element 
language, the calculation of G with the virtual crack extension 
technique is obtained from the displacement field (u} of 
original crack geometry and the perturbation in elemental 
stiffness (d[K]/da) and in prescribed load vector (d{f\/da) 
with respect to crack extension of a few elements, indicated by 
Parks [2] as 

G = -
dir d[K] 

>T^[u} + {u\T (6) 
da 2 da ' " ' ' ' da 

since the Mode I stress intensity factor, K{, is related to G by 

GH=K\2 (7) 

where 

H= effective modulus width 
H—E for generalized plane stress and 
H=E/(1 - v2) for plane strain 

and 

v =Poisson's ratio 

In the proposed method of virtual crack extension, the 
degenerated crack-tip elements are the only elements ex
periencing the changes in elemental stiffness (&,•). Thus, the 
evaluation of d[K]/da in equation (5) can be made as follows: 

da 
d[k,] 
da 

(8) 

where 

Na = number of crack-tip elements with nodal location 
changes resulting from virtual crack extension 

With relatively small virtual crack extension (Aa), the 
d[ki]/da can be accurately approximated by simple finite 
differences as 

d[k,] [*,] IB+AB-[*,•]!« 
da Aa 

(9) 

where 

[*/] I </+A<7 = elemental stiffness of i's element after virtual 
crack extension 

[kj]\a = elemental stiffness of i's element before virtual 
crack extension 

Similarly, d\f] Ida can be approximated by the following: 

d{f] = y (//) I g+Ag - { / / } • . 
da /rf Aa 

(10) 

where 

Nc = number of crack-tip elements with nodal 
location perturbation 

(/;) I a+Aa = consistent nodal force at i's element along crack 
face after virtual crack extension 

and 

I / / ) ' a = consistent nodal force at i's element along crack face 
before virtual crack extension 

Note that Nc = 1 for the virtual crack extension used in the 
finite element evaluation for crack-face loading. In general, 
d{f}/da is equal to zero unless the body force, thermal 
loading, and crack-face loading are applied. With the 
numerical approximation of equations (9) and (10) for G 
calculation, the stress intensity factor (A-,) can be accurately 
obtained from equation (7). 

The displacement derivatives at the unperturbed locations 
needed for weight function calculations as shown in equation 
(1) can be obtained efficiently through the following two-step 
process: 

1 Obtain the displacement derivatives for the entire 
structure at the perturbed location (d{ u) Ida). 

2 Convert displacement derivatives at the perturbed 
locations to unperturbed locations. This is equivalent to 
changing the total derivatives (d{u}/da) to partial 
derivatives with respect to crack extension (d{u)/da) 
mathematically. 

The displacement derivatives at the perturbed locations 
(d[u}/da) at all locations of the entire structure of interest 
can be obtained efficiently. This is achieved through the 
changes in elemental stiffness of a few elements and the 
perturbation of nodal force for a single crack-face element 
undergoing crack-face loading with the proposed virtual crack 
extension mode by using the global stiffness equation as the 
starting point as 

[*](«} = (/} (ID 
Differentiating equation (11) with respect to crack length 

(a) yields the following equation after rearrangement: 

dju) 

da 
• [K] 

\d\f\ d[K\ 

I da da 
«)] (12) 

Equation (12) provides an efficient analytical methodology 
for evaluating the displacement derivatives at the perturbed 
locations for the entire structure of interest from the stiffness 
perturbation of a few singular elements and the changes in 
nodal force of a single crack-face element with the proposed 
virtual crack extension technique. The evaluation of d{ u} Ida 
according to equation (12) without account d\J)lda term has 
been made by Gallagher [15] and Parks et al. [16]. The 
d{f\/da term of equation (12) must be accounted for in 
dealing with crack-face loading, thermal loading, body-force 
loading, and their combinations. 

The numerical corrections resulting from changing the 
perturbed displacement derivatives (d{u)/da) to the un
perturbed displacement derivatives (d{u}/da) can be carried 
out as suggested by Vanderglas [17] as follows. The 
displacement vector can be expressed as 

lu\ = {u(x,yia)} (13) 

Applying the chain rule of differentiation of equation (13) 
with respect to crack length (a) produces the following 
equation after rearrangement: 

d{u) d{u] d\u) 

da da dx 

dx^ 

~da 

d{u\ 

dy 

dy_ 

da 
(14) 

The last two terms of equation (14) serve as correction 
factors of changing the total displacement derivatives to 
partial displacement derivatives with respect to crack length 
(a). These correction factors are null for nodes without 
geometric changes in nodal location as a result of virtual crack 
extension. For Mode I, cracks with colinear virtual crack 
extension give results of dxlda = 1 . 0 and dylda = 0 for a 
crack lying on the x axis. The finite element evaluation of 
d| u)/dx and d[u)/dy of equation (14) resulting from virtual 
crack extension can be obtained from the Jacobian matrix [J], 
which provides a differential relationship between local 
coordinates (£, rj) and global coordinates (x, y) for 
isoparametric elements, as in the following: 

Journal of Engineering for Gas Turbines and Power APRIL 1986, Vol. 108/405 

Downloaded 01 Jun 2010 to 171.66.16.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

file:///d/f/


( b ) RIM CRACK 
Fig. 1 Nomenclature used in a hollow disk with a single radial crack 

JL") 

dx 

(15fl) 

(156) 

d[u] __ 1 Cd[N,Ui] dy 9[N,-wf] 

~dx~ ~ det[/| I 3£ ' ~^~ 3i7 

9(w) _ 1 rd[7V,u,] 9x 9[N,-M,-] 

~ay~ ~ det[J] I dr, ' "aT /a? 

where 

«, = nodal displacement 
Nj = shape function 
det[J] = determinant of the Jacobian matrix 

By substituting equation (15) into equation (14), the weight 
function for Mode I crack geometry at all (*,-, y,) locations 
can be expressed as the following: 

hl(xhyi,a) = 
H 

2*i (a) 

_ i _ r a [ A ^ ] 
det[J] I 3£ 

d\u] 

da 

dy_ 

dr, 

dlNjUj dy_ 

dr, 3£ }} 
(16) 

The 1/Vr" singular behavior of the explicit crack-face nodal 
weight functions in the crack-tip neighborhood is duly 
restored with the corrections as indicated in equation (16) for 
the coordinate transformation. Also note that the load in
dependent characteristics of a given crack geometry under 
different loading conditions are confirmed numerically with 
different loading conditions in this investigation. By using the 
linear superposition principle, the calculation of both Kx and 
explicit weight functions under remote loading can be 
replaced with equivalent crack-face loading, which requires 
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Fig. 2 Normalized stress intensity factors as a function of a/(R0—fi,) 
ratio for a bore crack in a hollow disk with R0/H; = 2 under uniform 
external pressure loading 

the proper account for d{f) Ida term as shown in equations 
(6) and (12), respectively. It is concluded that the efficient 
finite element evaluation of Mode I stress intensity factors 
and explicit weight functions for the entire structure of in
terest is achieved by coupling the virtual crack extension 
technique with singular elements in the immediate crack-tip 
vicinity. 
Results and Discussions 

Mode I stress intensity factors (Kt) and explicit weight 
functions (ht) for bore and rim radial cracks of a hollow disk, 
as shown in Fig. 1, with outer radius (R0) twice the inner 
radius (/?,-), are investigated in this paper with the virtual 
crack extension technique coupled with singular crack-tip 
elements. The purposes of this paper are to present the 
characteristics of explicit weight functions along the crack 
face, inner perimeter, and outer perimeter with different 
a I (R0—Rj) ratios and to illustrate the ability of obviating the 
repeated finite element calculation of K{ values for a given 
crack geometry under different loading conditions with 
Bueckner's weight function concept. An analytical ex
pression, which relates the explicit crack-free weight function 
component for Mode I deformation to the radial distance (rs) 
from the crack tip along the crack face as shown in equation 
(5), is also provided to facilitate the K{ calculation by com
bining the uncracked stress field and the explicit crack-face 
weight function. 

A wide range of crack lengths for both bore and rim cracks 
with 0.01 < a/(R0 - R;) < 0.80 and R0/Ri = 2 is used for 
the numerical evaluation of Kx and hx values under Mode I 
loading of the hollow disk geometries. The normalized stress 
intensity factors for a bore crack of different crack lengths 
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Fig. 3 Normalized stress intensity factors as a function of a/(R0—R,) 
ratio for a rim crack in a hollow disk with R0/R,- = 2 under the uniform 
internal pressure loading condition 

under uniform tension loading at the outer radius, as shown 
in Fig. 2, compare well with those of Bowie et al. [18], Grandt 
[11], Andrasic et al. [12], and Pu et al. [19]. The normalized 
stress intensity factors for a rim radial crack of different crack 
lengths under uniform pressure at the inner radius, as shown 
in Fig. 3, are in good agreement with those of Andrasic et al. 
[12], Kapp et al. [20], Tracy [21], and Delale et al. [22] but not 
with the finite difference results of Emery et al. [23]. The 
typical finite element mesh for either a bore radial crack or a 
rim radial crack in a hollow disk is shown in Fig. 4 with R,,/Rj 
= 2. The normalized stress intensity factor from the weight 
function concept, as shown in equation (4), can be expressed 
in terms of dimensionless crack-face weight function com
ponent [Vo • hlv(rs/a, a)] and dimensionless crack-face radial 
distance (rs/a) through the change of variable by letting X = 
rja at a given a/(R„— /?,-) ratio as 

K' i r\ o(aX)-hl(aX,a)a-dX (17a) 
i J0 (7V71 ffV-fl 

1 

crVr 
= ( a{X)-Vrahl{X,a)dX (176) 
•K JO 

This dimensionless form of equation (17) can facilitate the 
normalized Kl calculation from the crack-face weight func
tion of the similar disk geometry regardless of its actual size. 
The normalized crack-face weight function, Va • hXy [rs/a, a I 
(R„—Rj)], as a function of rs/a for bore radial crack and rim 
radial crack of different a/(R0—/?,•) ratios with R0/Rj = 2, 
is shown in Figs. 5 and 6, respectively. By using the invariant 
characteristics of the explicit weight functions with respect to 
the loading conditions for a given geometry and constraint 

Fig. 4 A typical finite element mesh for either a bore crack or a rim 
crack in a hollow disk with fia/R, = 2 
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Fig. 5 Dimensionless explicit crack-face weight functions (Va • hiy) as 
a function of normalized crack-face radial distance (rs /a) of different 
[a/(R0 — R,)] ratios for a bore crack in a hollow disk with fi0 /R f = 2 

condition, one can easily obtain the accurate stress intensity 
factor solutions and the stress intensity ranges for life 
prediction purposes for any loading condition from the 
predetermined explicit weight functions. For instance, the 
stress intensity factors can be easily obtained for a rotating 
disk at any angular velocity if the explicit crack-face weight 
functions are obtained in advance. By applying the linear 
superposition principle to the weight function concept, the 
needed stress intensity can be evaluated by combining the 
uncracked hoop stress field (om) for a radial crack with the 
predetermined Mode I crack-face weight functions hm (rs, a). 
The uncracked stress field of a rotating disk under generalized 
plane stress is well established [24] as follows: 

2R} 
°rr=(-J^)p"o2(Ro2+R,-

Rn 

') 
(18a) 

om = (-^)^2K2 +^2 + ̂ 7^--3T7r) (186) 
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Fig. 6 Dimensionless explicit crack-face weight functions (Va • hiy) as 
a function of normalized crack-face radial distance (rs /a) of different 
[ a / ( f l 0 - f l , ) ] ratios for a rim crack in a hollow disk with R0/R, = 2 

4 . 0 

5 

.3 .4 .5 

a / ( R 0 - R , ) 

Fig. 7 Normalized stress intensity factors as a function of [a/R0 - fl/)] 
ratio for a bore crack and a rim crack in a rotating hollow disk with 
fi0/flf = 2 

Table 1 Least square fitted coefficients of equation (19) for a single 
bore crack in a hollow disk with fi0/fl/ = 2 and 0.01 s a / ( f i 0 - R,-) s 

0.8 

0.01 
0.02 
0.03 
0.05 
0.06 
0.08 
0.10 
0.20 
0.30 
0.40 
0.50 
0.60 
0.70 
0.80 

0.7966D+00 
0.7976D+00 
0.8130D+00 
0.8008D+00 
0.8335D+00 
0.8051D+00 
0.8286D+00 
0.8132D+00 
0.8026D+00 
0.7981D+00 
0.7956D+00 
0.7990D+00 
0.8004D+00 
0.7976D+00 

-0.7721D-02 
-0.6980D-02 
-0.7176D-01 
-0.5811D-02 
-0.1714D+00 
-0.2789D-01 
-0.1818D+00 
-0.8254D-C1 
0.1409D-02 
0.4661D-01 
0.7236D-01 
0.4395D-01 
0.2255D-01 
0.4388D-01 

0.2935DI-00 
0.28400+00 
0.3711D+00 
0.2649D+00 
0.4942D+00 
0.3116D+00 
0.6119D+00 
0.5769D+0O 
0.5881D+OO 
0.6908D+00 
0.9065D+00 
0.1361D+01 
0.2130D+01 
0.3537D+01 

0.3620D+00 
0.3608D+00 
0.3134D+00 
0.3551D+00 
0.2421D+00 
0.3270D+00 
0.1554D+00 
0.2414D+00 
0.3756D+00 
0.4935D+00 
0.5437D+00 
0.4059D+00 
-0.3915D-01 
-0.1131D+01 

Table 2 Least square fitted coefficients of equation (19) for a single 
rim crack in a hollow disk with fi0/fi, = 2 and 0.01 < a/(R0 - /?,) < 0.8 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

01 
02 
04 
06 
08 
10 
20 
30 
40 
50 
60 
70 
80 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

8092D+00 
8286D+00 
8135D+00 
8146D+00 
8109D+00 
7872D+00 
8148D+00 
8033D+00 
7984D+00 
7941D+00 
7894D+00 
7832D+00 
7716D+00 

-0 
-0 
-0 
-0 
-0 
0 
-0 
-0 
0 
0 
0 
0 
0 

8840D-01 
1582D+00 
8503D-01 
8191D-01 
6491D-01 
1061D+00 
9375D-01 
2914D-02 
5222D-01 
1112D+00 
1828D+00 
2763D+00 
4404D+00 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

4417D+00 
5527D+00 
4789D+00 
4979D+00 
5082D+00 
1969D+00 
8573D+00 
9497D+00 
1125D+01 
1318D+01 
1549D+01 
1915D+01 
2672D+01 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

3106D+00 
2719D+00 
3231D+00 
3361D+00 
3531D+00 
5759D+00 
3456D+00 
5551D+00 
8152D+00 
1171D+01 
1614D+01 
2072D+01 
2334D+01 

where 

p = density 
d)0 = angular velocity 
r = radial distance, R, < r < R0 

The results of the normalized stress intensity factors for 
both the radial bore crack and rim crack of different crack 
lengths that were obtained, according to equation (17), by 
coupling the uncracked stress field (oee) with the dimen
sionless crack-face weight functions, Va • hm (rs/a, al {R0 — 
Ri)), are compared with Tracy's results [25], which were 
obtained by the modified mapping-collocation method and 
Delale et al.'s results [22] with integral equation technique. As 
shown in Fig. 7, an excellent agreement with the exception of 
Delale et al.'s bore radial crack solutions has been achieved, v 
= 0.3 is used in our numerical computations. Note that the 
hM weight function concept at the crack-face location for the 
Mode I crack, as shown in Fig. 1, is identical to the hlf crack-
face weight function component. The normalization made 
with the uncracked reference stress field, which is normal to 
the crack face in the absence of a radial crack emanating 
either from the inner radius for a bore crack or from the outer 
radius for a rim crack, can be obtained from equation (186) 
by letting r = R, for bore crack or r = R0 for rim crack. 
Similar to equation (5), the dimensionless explicit crack-face 
weight function component, Va • hx (X) at a given al (R0 -
Ri) ratio can be expressed as function Xby 

<i-HX)=YtB„X 
-1) 

(19) 

where 

N = maximum number of terms needed for accurate 
representation of hm (rs,a) 
least square regressed coefficients, which are related to 
coefficient C„ of equation (5) as C„ =B„a~u'~ 

B 
- l ) / 2 

N = 4 of equation (19) is found to represent accurately the 
dimensionless explicit crack-face weight functions for both 
bore and rim radial cracks in a hollow disk. The regressed 
least square coefficients, B„, of different rja ratios for the 
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SOLID LINES • ACTUAL OATA 
B a/(R„-R,H).25 
fl */(Re-R|W>.35 
A • / ( tVR,M>,55 

SYMBOLS-PREDICTIONS FROM CUBIC 
SPLINE INTERPOLATION. 

i ; 4 

(a) BORE CRACK 

SOLID LINES - ACTUAL DATA 
B a/(R,-R,M).25 
0 a/(R„-R,>-0.35 
A a/CRa-RiJ-O.SS 

SYMBOLS-PREDICTIONS FROM CUBIC 
SPLINE INTERPOLATION. 

(b) RIM CRACK 

.2 .3 .4 .5 .S .7 
r . /a 

0 .1 .2 .3 .4 .5 .6 .7 .6 .0 I. 
r . /a 

Fig. 8 Comparison between calculated and predicted dimensionless 
explicit crack-free weight functions as a function of (rs /a) ratios 

bore radial crack and rim radial crack of a hollow disk with 
R0/Rj = 2 and X = rja are shown in Tables 1 and 2, 
respectively. It is noted that for symmetry, only half of the 
total geometry is modeled in finite element analyses. The 
dimensionless explicit crack-face weight functions, as 
tabulated in Tables 1 and 2, contain a factor 2 in order to 
facilitate directly the K{ calculation according to equation 
(176). The cubic spline interpolation technique has been 
successfully used to obtain the explicit crack-face weight 
functions of any crack length from an adequate set of crack-
face weight functions of discrete crack lengths. The following 
procedures are adopted for applying the cubic spline in
terpolation technique to obtain explicit crack-face weight 
functions of an arbitrary crack length for a given hollow disk 
geometry: 

1 Obtain the least-square fitted coefficients B„ according 
to equation (19) from the finite element results of 
dimensionless explicit crack-face weight functions for 
each crack length of an adequate set of different crack 
lengths (0.01 < a/(R0-R;) < 0.80). 

2 Evaluate Va • h (rja, a/(R0-R,)) values from the 
predetermined coefficients at the equally spaced M + 1 
knot locations with M = integer within the range of 
rja = 0 and rja = 1.0 for each of the involved crack 
lengths, with the exception of rja = 0, which is the 
crack-tip location. 

3 The cubic interpolation subroutines ICSCCU and 
ICSEVU of the IMSL mathematic library [26] are used 
for the interpolatory approximation at the new al{R0-
Ri) location for each of the M knot locations with 0 < 
rja < 1. 

4 The end conditions are determined automatically by the 
ICSCCU subroutine with the continuous third 
derivative of the spline at the second and penultimate 
knots. 

The comparisons are made as shown in Fig. 8 for a I (R0 — 
R() = 0.25, 0.35, and 0.55 with good agreement between the 
predicted explicit crack-face weight function component (h[y), 
obtained from the cubic spline interpolation procedures, and 
the actual explicit crack-face weight functions, obtained from 
the finite element runs of the selected crack length conducted 
afterward. Consequently, the stress intensity factor Kt and 
AAT[ at any crack length and loading can be obtained 
economically and accurately for life prediction purposes 
through equation (17) with the interpolated crack-face weight 
functions and with the equivalent uncracked stress field based 
on the superposition principle. This approach of evaluation 

K{ for radial bore and rim cracks in a hollow disk resulted in a 
total loss of accuracy of less than 1 %. 

The implicit weight function approach takes advantage of 
the load independent characteristics of weight function for Kt 

evaluation without involving explicit determination of the 
partial displacement derivative with respect to crack length 
(du/da) and weight functions (h^. This approach was adopted 
primarily by Grandt [11] and Andrasic et al. [12] with the 
uncracked stress field P(x) and stress intensity factor, 
respectively, as 

"-^•(^)'-.?/-(^)"-'"-
Kl= X>„=V™£ K„ 

=o A„\FK 

) 

(20) 

(21) 
ira 

Comparing equation (21) with equation (4) of the explicit 
weight functions shows that 

K„ 
A 

~-—\\a-r5)"-h(r5,a)drs (22) 
(Ro-Ri)' 

Substituting h{(rs, a) = Ef, = , C„ rj"'2 ~ " of the crack-
face weight function expression for bore and rim radial cracks 
into equation (22) produces the following equation, which 
relates the explicit weight functions to the implicit weight 
functions as 

K„ 
A„ f 

{Ro-Ri)" L 

22"+V)2 

(2*)! 

1 

2« + l 
• O 

1 22" + 1(«!)2 

2»+ l 

2 

1 

(K+ l ) (2n)! (2« + l)(2n + 3) 

• d a 
2» + 3 

2 1 
c. «"+3] (23) 

(n+\)(n + 2) 

The calculation of the dimensionless stress intensity factors 
for a single bore radial crack and rim crack in a hollow disk of 
R0/Rj = 2 with the uncracked crack-face pressure P(rs) = 
A„ [(a-rs)/{R0-Ri)]" from the explicit weight function 
expression of equation (4) for different crack lengths is 
evaluated according to equation (23) with results as shown in 
Tables 3 and 4, respectively. There is excellent agreement in 
the implicit weight functions between the results obtained by 
Andrasic et al. [12] with the modified mapping-collocation 
method and the results obtained with the finite element 
calculation of explicit weight functions. (The starting position 
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Table 3 Dimensionless stress intensity 
single bore crack in a hollow disk (R0 /R; 

factors evaluated from explicit crack-face weight functions for a 
= 2.0) loaded with a crack-face pressure p(x) = An[x/{R0 - R ()]

n 

Kn/(An / i ra) 

a/CRo-Kj.) 

0.01 

0.02 

0.03 

0.05 

0.06 

0.08 

0.10 

0.20 

0.30 

0.40 

0.50 

0.60 

0.70 

0.80 

0 

0.1107E+01 

0.1105E+01 

0.1105E+01 

0.1100E+01 

0.1098E+01 

0. llO^E+01 

0.1106E+01 

0.1156E+01 

0.1234E+01 

0.1326E+01 

0.1433E+01 

0.1553E+01 

0.1706E+01 

0.1936E+01 

1 

0.6 753E-02 

0.1349E-01 

0.2030E-01 

0.3370E-01 

0.4054.E-01 

0.5403E-01 

0.6 787E-01 

0.1396E+00 

0.2184E+00 

0.3055E+00 

0.4032E+00 

0.5138E+00 

0.64 7.7E+00 

0.8305E+00 

2 

0.5202E-04 

0.208_0E-03 

0.4702E-03 

0.1301E-02 

0.188AE-02 

0.3337.E-02 

0.5244E-02 

0.213£E-01 

0.4963E-01 

0.9146E-01 

0.1490E+00 

0.2251E+00 

0.326 9E+00 

0.4730E+00 

3 

0.4368E-06 

• O.3495E-05 

0.1186E-04 

0.5468E-04 

0.9524E-04 

0.2245E-03 

0.4412E-03 

0.3582E-02 

0.1238_E-01 

0.3019E-01 

0.6099E-01 

0.1097E+00 

0.1842E+00 

0.3O13E+0O 

4 

0.3814E-08 

0.6137E-07 

0.3127E-06 

0.2401E-05 

0.5028E-O5 

0.1578E-04 

0.387.8E-04 

0.6274E-03 

0.3238E-02 

0.1048E-01 

0.2631E-O1 

0.5646.E-01 

0.1099E+00 

0.2035E+00 

5 

0.3456E-10 

0.1106E-08 

0.84i2E-08 

0.1082E-06 

0.27.25E-06 

0.1138E-05 

0.3500E-05 

0.1129.E-03 

0.8713E-03 

0.3746E-02 

0.U71E-01 

0.3004E-01 

0.6 782E-01 

0.1425E+00 

6 

0.317.1E-12 

0.2030E-10 

0.2331E-09 

0.4969E-08 

0.1502E-O7 

0.8357E-07 

0.3214E-06 

0.2070E-04 

0.2390E-03 

0.1366E-02 

0.5323E-02 

0.1633E-01 

0.4283E-01 

0.1022E+00 

Table 4 Dimensionless stress intensity 
single rim crack in a hollow disk (f?0 / f l / = 

factors evaluated from explicit crack-face 
2.0) loaded with a crack face pressure p(x) 

Kn/(An / i r a ) 

weight functions for a 
= An[x/(R0 - Ri)]n 

a/CRo-Ri) 

0.01 

0.02 

0.04 

0.06 

0.08 

0.10 

0.20 

0.30 

0.40 

0.50 

0.60 

0.70 

0.80 

0 

0.1117E+01 

0.1130E+01 

0.1141E+01 

0.1155E+01 

0.1169E+01 

0.1185E+01 

0.1286E+01 

0.1419E+01 

0.1584E+01 

0.1785E-f01 

0.2032E+01 

0.2345E+01 

0.2 783E+01 

1 

0.6 79_5E-02 

0.1375E-01 

0.2762E-01 

0.4177E-O1 

0.5611E-01 

0.7059E-01 

0.1496E+00 

0.2396E+00 

0.3445E+00 

0.4686_E+00 

0.6182_E+00 

0.8051E+00 

0.106.1E+01 

2 

0.52J9E-04 

0.2U7E-03 

0.8479E-03 

0.1920E-02 

0.3431E-02 

0.53.77E-02 

0.2251E-01 

0.5315E-01 

0.1001E+00 

0.1668E+00 

0.2587E+00 

0.3848E+00 

0.56 75E+00 

3 

0.4390E-06 

0.35S6_E-05 

0.2843.E-04 

0.9648_E-04 

0.2295E-03 

0.448.6E-03 

0.3728E-02 

0.130 7E-01 

0.3243E-01 

0.6674E-01 

0.1225E+00 

0.2096E+00 

0.34 7 7E+00 

4 

0.3853E-08 

0.6244E-O7 

0.9970E-06 

0,507 2_E-05 

0.1607.E-04 

0.3920E-04 

0.6484E-03 

0.3386E-02 

0.1112_E-01 

0.2835E-01 

0.618iE-01 

0.1222E+00 

0.2289E+00 

5 

0.3473E-10 

0.1126E-08 

0.3592E-07 

0.2740E-06 

0.115 7E-05 

0.3522E-05 

0.1161E-03 

0.9051E-03 

0.3940E-02 

0.1248E-01 

0.3247E-01 

0.7424E-01 

0.1S23E+00 

6 

0.3187E-12 

0.2067E-10 

0.1318E-08 

0.1507E-07 

0.847.7E-07 

0.3223E-06 

0.2121E-04 

0.24 70E-03 

0.1427E-02 

0.5627E-02 

0.1747E-01 

0.4631E-01 

0.1113E+00 

of numerical deviation is underlined as shown in Table 3 for 
the bore crack and Table 4 for the rim crack.) 

The explicit weight functions at load application locations 
other than the crack face can also facilitate Kx evaluation 
under complex loading conditions, as demonstrated recently 
by Sha et al. [27] for a radial crack emanating from a circular 
hole in a plate. The radial weight function along the inner and 
outer perimeters of a hollow disk for bore and rim radial 
cracks can be obtained with the coordinate transformation 
from h |x and h,_,, components as 

hh(r,d,a) =hlx{x,y,a)cos 6 + hly(x,y,a)sm 8 (24) 

The plots of the dimensionless explicit radial component 
weight function (irRi/\fa • hlr) for a bore radial crack as a 
function of normalized angular position (&/ir) along the 
perimeters of the inner and outer radius of a hollow disk with 
RJRi = 2and0.0l < a/(R0-R,) < 0.8 are shown in Figs. 
9 and 10, respectively. The similar plots for a rim radial crack 
in a hollow disk with R0/R, = 2 are shown in Figs. 11 and 12, 
respectively, for the inner radius perimeter and outer radius 
perimeter, respectively. These radial weight functions can be 
represented by the Fourier series as: 

hlr{r,6,a) = J j (a„sin n d + b„cos n (25) 

The Fourier coefficients a,, and b„ are shown in Tables 5a 

and 5b for the radial bore crack of different crack lengths at 
the outer radius perimeters of a hollow disk. 

There is excellent agreement in the normalized K{ values, 
which are obtained from the combination of radial weight 
function components of equation (25) with the applied 
uniform pressure at the inner perimeters for the rim crack or 
with the outer tension for the bore crack, with direct finite 
element virtual crack extension results of different a I (R0 — 
RJ ratios. The normalized stress intensity factors for a 
cracked ring with a bore crack, which is aligned with com
pressive tractions, of different crack lengths loaded in 
compression are calculated with the radial weight function 
component according to equation (4). These normalized Kx 

values with the weight function concept are in good agreement 
with those of Grandt [28] and Jones [29] as shown in Fig. 13. 

The application of the explicit weight function of different 
crack lengths to the calculation of the normalzed stress in
tensity factors is made, according to equation (4), under the 
compressive load with the rim crack normal to the compress 
loading axes. Again, the K} results obtained from the weight 
function concepts are in good agreement with those of Kapp 
et al. [20], as shown in Fig. 14. The stress intensity factors 
become negative as a/(R0—/?,•) > 0.75 for a deep rim crack 
in a hollow disk under compressive loading, as shown in Fig. 
14, with R0/Rj = 2. This implies specifically that a rim crack 
of a/(R0—Ri) > 0.75 with concentrated compressive point 
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Fig. 9 The dimensionless radial explicit weight function component 
(n-ft,7\a • h|f) as a function of normalized angular position (Oh) along 
the inner perimeter for a bore crack in a hollow disk with various crack 
lengths 

Fig. 11 The dimensionless radial explicit weight function component 
(Trfij/va • h\r) as a function of normalized angular position (0/w) along 
the inner perimeter for a rim crack in a hollow disk with various crack 
lengths 
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Fig. 10 The dimensionless radial explicit weight function component 
(TrfioVa • h|r) as a function of normalized angular position (eh) along 
the outer perimeter for a bore crack in a hollow disk with various crack 
lengths 
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Fig. 12 The dimensionless radial explicit weight function component 
(-R0/'ia • h|r) as a function of normalized angular position (e/ir) along 
the outer perimeter for a rim crack in a hollow disk with various crack 
lengths 
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Fig. 13 Normalized Mode I stress intensity factors as a function of 
a/(R0 - Rj) for a bore crack in a hollow disk under compressive con
centrated point force 

.501 

PRESENT METHOD 
REF.20CKAPP & EISENSTADTJ 

.2 .3 .4 
a/CR0-R, 

Fig. 14 Normalized Mode I stress intensity factors as a function of 
a /Co ~ " / ) ' o r a r ' m crack in a hollow disk under compressive con
centrated point force 

Table 5a Sine Fourier coefficients of equation (25) at outer periphery location for a bore crack of a hollow 
disk with R0 - Rt = 2, and 0.01 < a/ ( f i0 - R,) < 0.8 

a/CRo-Ri) 

0.01 

0.03 

0.05 

0.08 

0.10 

0.20 

0.30 

0.40 

0.50 

0.60 

0.70 

0.80 

a l 

0.1041D+01 

0.1292D+01 

0.1619D+01 

0.9652D+00 

0.1947D+01 

-0.2069D+01 

-0.1430D+02 

-0.3647D+02 

-0.7175D+02 

-O.9796D+02 

-0.11O4D+03 

-0.2200D+02 

a 2 

-0.5653D+00 

-0.8871D+00 

-0.1040D+01 

-0.1193D+01 

-0.1381D+01 

-0.2054D+01 

-0.3241D+01 

-0.4557D+01 

-0.5489D+01 

-0.6249D+01 

-0.2513D+01 

0.9644D+01 

Table 5b Cosine Fourier coefficients 
hollow disk with R0/R,- = 2, and 0.01 < 

a/CRo-Rj) 

0.01 

0.03 

0.05 

0.08 

0.10 

0.20 

0.30 

0.40 

0.50 

0.60 

0.70 

0.80 

b 0 

-0.5126D+00 

-0.6102D+00 

-0.7663D+00 

-0.3778D+00 

-0.9082D+00 

0.1377D+01 

0.8209D+01 

0.2054D+02 

0.4011D+02 

0.5458D+02 

0.6134D+02 

0.1201D+02 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

>>1 

2406D+00 

3692D+00 

4220D+00 

4 7 78D+00 

5829D+00 

9872D+00 

1781D+01 

2675D+01 

3314D+01 

3830D+01 

1290D+01 

6959D+01 

a 3 

-0.6351D+00 

-0.8537D+00 

-0.1049D+01 

-0.8182D+00 

-0.1252D+01 

0.3373D+0O 

0.5383D+01 

0.1467D+02 

0.2966D+02 

0.4126D+02 

0.4780D+02 

0.1299D+02 

a 4 

0.2831D+00 0 

0.4422D+00 0 

0.5169D+00 0 

0.5942D+OO 0 

0.6934D+00 0 

0.1062D+01 0 

0.1730D+01 -0 

0.2506D+01 -0 

0.3142D+01 -0 

0.3786D+01 -0 

0.2170D+01 -0 

-0.3764D+01 -0 

a 5 

1719D+00 

2504D+00 

3012D+00 

2915D+00 

3583D+00 

2025D+00 

3934D+00 

1549D+01 

3500D+01 

5130D+01 

6324D+01 

2450D+01 

a 6 

-0.4846D-02 

-0.7240D-02 

-0.7866D-02 

-0.9714D-O2 

-0.1567D-01 

-0.3866D-01 

-0.8810D-01 

-0.1499D+00 

-0.2105D+00 

-0.2900D+00 

-0.2148D+O0 

0.1728D+00 

of equation (25) at outer periphery location for a bore crack of a 
a/(fi0 - R,) < 0.8 

0 

0 

0 . 

0 . 

0 . 

- 0 

- 0 

- 0 

- 0 

- 0 

- 0 

- 0 

b 2 

6317D+00 

7254D+00 

9065D+00 

3662D+00 

1051D+01 

1941D+01 

1086D+02 

2703D+02 

5285D+02 

7231D+02 

8219D+02 

1914D+02 

»3 t>4 

-0.5849D+00 -0.4273D+00 

-0.9219D+00 -0.6098D+00 

-0.1087D+01 -0.7404D+00 

-0.1252D+01 -0 .6 7 79D+00 

-0.1432D+01 -0.8852D+00 

-0.2077D+01 -0.2683D+00 

-0.3174D+01 0.1856D+01 

-0.4401D+01 0.5848D+01 

-0.5324D+01 0.1241D+02 

-0.6150D+01 0.1766D+02 

-0.3073D+01 0.2103D+02 

0.7358D+01 0.6813D+01 

b 5 

0.6820D-01 

0.1050D+00 

O.1207D+0O 

0.1396D+00 

0.1734D+00 

0.3048D+00 

0.5642D+00 

0.8765D+00 

0.1157D+01 

0.1478D+01 

0.9643D+00 

-0.1180D+01 

H 

0.3211D-01 

0.4688D-01 

0.5598D-01 

0.5514D-01 

0.6625D-01 

0.4737D-01 

-0.3715D-01 

-0.2090D+00 

-0.5112D+00 

-0.7757D+00 

-0.9986D+00 

-0.4604D+00 

loads becomes a nonpropagating crack unless residual tension 
stress results in positive Kx and AKX under cyclic fatigue 
loading conditions. This trend of having a negative stress 
intensity factor for a deep rim crack, which is normal to the 

compressive loading axis, is somewhat indicated in the results 
of Kapp et al. [20]. By incorporating the singular elements 
into the stiffness derivative technique, the accuracy enhance
ment of both the stress intensity factors and explicit weight 

412/Vol. 108, APRIL 1986 Transactions of the AS ME 

Downloaded 01 Jun 2010 to 171.66.16.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



functions is achieved as indicated in this paper for a radial 
crack in a hollow disk. 

Conclusions 

The virtual crack extension technique coupled with singular 
elements can provide an efficient finite element evaluation of 
the stress intensity factor and explicit weight functions, which 
are obtained for the entire structure of interest. The weight 
functions at the locations of the crack-face inner radius 
circumference and outer radius perimeter are provided in this 
paper for different a/(R(,—/?,-) ratios of a bore radial crack 
or a rim crack in a hollow disk with R0/Rj = 2. The explicit 
weight function approach as indicated in this publication is 
more attractive than the implicit weight function approach as 
shown in the work of Grandt [11], Andrasic et al. [12], 
Besuner [10], and Pu [13] because of its ability to provide 
efficient calculation of A', and AKt values with improved 
accuracy under complex loading conditions, including the 
residual stress effect. 

An analytical expression for the crack-face weight function 
component for Mode I deformation is provided in this paper 
as a function of radial distance (rs) from the crack tip along 
the crack face for both bore and rim cracks in a hollow disk. 
This crack-face explicit weight function expression can 
facilitate the Kx calculation according to equation (4) by 
combining the uncracked stress field with the predetermined 
crack-face explicit weight functions. The explicit crack-face 
weight function of any crack face can be obtained from a 
cubic spline interpolation procedure, as indicated in this 
paper, from an adequate set of explicit crack-face weight 
functions of different crack lengths for the same hollow disk 
geometry. The calculated Kt value, which is obtained by 
combining the uncracked stress field with the interpolated 
explicit crack-face weight functions, led to a total loss of 
accuracy of less than 1%. Therefore, the cycle-by-cycle life 
analysis is economically feasible with the proposed weight 
function procedures for improving prediction accuracy. 

The weight function is a vector that has x and y weight 
function components at any given location within the 
structure of interest. By using the coordinate transformation, 
as shown in equation (24), the radial component of weight 
functions can be obtained at both inner and outer perimeters 
of a hollow disk. These radial weight functions associated 
with a bore crack or rim crack can be accurately represented 
by a Fourier series. With the availability of the radial weight 
function component at the inner and outer perimeter location, 
the calculation of K{ with any pressure distributions (uniform 
or nonuniform) at these locations is greatly facilitated. 

The explicit weight functions of a hollow disk, as presented 
in this paper, are confined to R0/Rj = 2. The cubic spline 
interpolation procedures have been successfully applied to 
obtain the accurate crack-face weight functions for any crack 
length. It is anticipated that the interpolatory approximation 
of/;,,. (rs/a,a/(Ra-Ri), R0/Rj) can be obtained from the 
bicubic spline interpolation technique with adequate sets of 
weight function runs with varying al (R0 —/?,•) and R0/R, as 
dependent variables. This suggested bicubic spline in
terpolation procedure is not verified yet for obtaining the 
crack-face weight functions of arbitrary al (R0—R-,) and 
R0/R, values. 

The application of the compressive loading condition to a 
rim crack, which is normal to the compressive loading axes, is 
assessed with explicit radial weight functions of different rim 
crack lengths. These results for R0/Rj = 2 indicate that for a 
deep rim crack with al (Ra — /?,•) > 0.75, the crack becomes a 
nonpropagating crack unless there is an excessive residual 
tensile stress effect. 

It is concluded that an efficient finite element methodology 
has been achieved for calculating Kx and explicit weight 

functions at all locations of the entire structure of interest. 
This paper deals primarily with the explicit weight functions 
for both rim and bore radial cracks in a hollow disk of/?„//?,-
= 2 geometrically. 
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Thermal Fatigue Life Prediction of 
Air-Cooled Gas Turbine Vanes 

Introduction 

The demand for high efficiency in industrial gas turbine 
engines is being satisfied by raising the turbine inlet tem
perature. Increasing the turbine inlet temperature subjects the 
hot parts exposed to the mainstream of gas, such as the first 
stationary vane, to severe conditions. With the raising of the 
turbine inlet temperature, an effective air-cooling structure 
for the vanes must be adopted. 

The worldwide growing demand for energy saving means 
that large-scale combined plants are attracting attention in 
Japan. These combined plants consist of the latest high-
temperature gas turbine for the topping cycle, to be operated 
under base load conditions for many hours, and a con
ventional gas turbine for daily peak load start/stop purposes. 
It is important, therefore, to secure a high degree of reliability 
for the first stationary vane in such high-temperature gas 
turbines. A sufficiently accurate life prediction technique for 
the first stationary vane is indispensable when deciding both 
the operating mode and the maintenance and repair program. 

The first stationary vane in a high-temperature gas turbine 
has a complicated cooling structure and is subjected to high 
thermal stress because of the cooling. The temperature 
distribution in the air-cooled vane is influenced by the 
aerodynamic and heat transfer boundary conditions, and the 
thermal stress by the temperature distribution and structure. 
So, to increase the reliability of the air-cooled vane, it is 
essential to comprehensively analyze and study the 
aerodynamics, heat transfer, and stress as well as the strength 
of the material. 

The present paper describes the life prediction method as 
applied to an air-cooled turbine vane on the basis of an in
tegrated study of those factors and compares the results with 
the data on the life of the actual machine. 

The First Stationary Vane on an MW-701B2 Gas 
Turbine Engine 

In answer to the call for energy saving, there is a strong 
trend toward increasing the turbine inlet temperature of 
industrial gas turbines. Figure 1 shows the relationship 
between the output power and inlet temperature in Mi
tsubishi's industrial gas turbines. 

MW-701B2 engines have been operated for a long time in 
the field. The MW-701B2 engines referred to in this paper 
were unintentionally operated under unusually severe con
ditions and suffered cracks on the first stationary vanes. It is 
considered that these were good examples for testing the 
usefulness of life prediction. A sectional view of the gas 
turbine is shown in Fig. 2. 

The first stationary vane segment is made up of three blades 
(cobalt base super alloy by integrated casting) and an internal 
air-cooling structure is adopted. The cooling structure of the 
first stationary vane is illustrated in Fig. 3. The vane is 
provided with a single insert and designed so that the cooling 
air is supplied from the outer shroud. The leading edge of the 
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Fig. 1 Evolution of power generation of Mitsubishi's gas turbine 
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Fig. 2 MW-701B2 gas turbine cross section 

ipingement Cooling 

Fig. 3 Cooling structure of MW-701 B2 first vane 

vane, which is subjected to the highest heat load, is im
pingement cooled from the inner side. After cooling the 
leading edge, the air separates and flows along the blade 
suction and pressure side, proceeding to a narrow gap be
tween the insert and the vane. There are three lines of angled 
impingement cooling holes on the suction side of the vane 
where the heat transfer coefficient of the gas surface is high. 
The vane trailing edge area is cooled by convection with the 
cooled air flowing through electric discharge-machined 
cooling holes. With these cooling arrangements, the metal 
temperature of the vane is kept below the critical temperature 
of the vane material. 

Life Prediction Procedure for a Stationary Vane 

The life of a stationary vane can be estimated by analyzing 
the local elastic-plastic behavior and comparing it with the 

creep-fatigue material data. However, a three-dimensional, 
elastic-plastic stress analysis is not possible because it requires 
too much CPU time and there is a lack of material data. So we 
devised the schematic life prediction procedure that is 
presented in this paper and shown in Fig. 4. 

Each block diagram in Fig. 4 shows a step in predicting the 
fatigue life of a first stationary vane. Firstly, prediction of the 
local metal temperature distribution is important, so this was 
calculated by the "TACOOL" program, which consisted of 
basic experimental results from aerodynamics and heat 
transfer tests. This computer program was verified by cascade 
tests under normal engine operating conditions. 

Next, three-dimensional elastic stress was analyzed by the 
finite element method using the "MARC" program. Thirdly, 
the local inelastic strain was estimated from the elastic stress 
using Neuber's law and the thermal fatigue life of the vane by 
using the local metal temperature and creep-fatigue material 
data. Finally, the predicted life was confirmed through a 
comparison with the field data. 

Analysis of Metal Temperature Distribution 

To improve the accuracy of metal temperature prediction, 
heat transfer tests were carried out inside and outside the 
vane. With the data thus obtained, a calculation program, 
"TACOOL," was developed. This improved prediction 
accuracy was confirmed by measuring the metal temperature 
during a cascade test under conditions equivalent to actual 
operation. The metal temperature of the cooled vane of the 
actual engine in operation was predicted on the basis of this 
program. 

D = 
d = 

h = 
M = 

Nc = 

Nf = 
Nu = 
Pr = 
P = 
P = 

Re = 
S = 

S = 

leading edge diameter 
diameter of impingement 
cooling hole 
heat transfer coefficient 
blowing mass flow ratio, 

number of cycles to crack 
initiation 
number of cycles to failure 
Nusselt number 
Prandtl number 
pressure 
pitch of impingement cooling 
holes 
Reynolds number 
two-dimensional film cooling 
slot width 
elastically calculated stress 

T 
tH 
U 
X 

X 

Xo 

z 
a 

e 
Ae 

V 

temperature 0 
strain hold time per cycle ^ 
velocity v 

surface distance from leading p 

edge a 
distance from the film cooling T 

slot T 
distance from the boundary 
layer starting point to the film Subscripts 
cooling slot a 
number of impingement aw 
cooling holes ax 
coefficient of thermal ex- e 
pansion M 
strain P 
strain range t 
film cooling effectiveness oo 

injection angle of film cooling 
viscosity 
frequency 
density 
stress 
turbulence intensity 
periodic time, \/v 

cooling air 
adiabatic wall 
axial chord of an airfoil 
elastic 
metal 
plastic 
total 
main flow 
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Fig. 5 Heat transfer coeffcient around the airfoil 

Following is a discussion of the boundary conditions used 
for the temperature analysis of an MW-701B2 first stationary 
vane. The heat transfer coefficient around the vane, except 
for the leading edge, is calculated by the boundary layer 
program [1]. The program is confirmed by a basic low-speed 
cascade test. The vane under test was made from a heat in
sulating material. Five-micrometer-thick nickel foil resistors 
were pasted on the test vane to effect the electric heating. The 
heat transfer coefficient around the vane and the shroud was 
obtained by measuring the electric power and the temperature 
difference between the wall and the mainstream, keeping the 
wall temperature constant. A comparison between typical 
measurements and the analytical results is shown in Fig. 5 [2]. 

To calculate the heat transfer coefficient of the vane leading 
edge, the heat transfer coefficient of the laminar flow around 
a cylinder placed perpendicular to the flow as represented by 
Schmidt's empirical formula [1] was used. The influence of 
the mainflow turbulence intensity r on the heat transfer 
coefficient is estimated by equation (2) [3,4]. 

2 3 4 5 10 20 30 40 50 100 200 

Nondimensional Distance X/MS 

Fig. 6 Typical result of film cooling test 

NuD = 1 . 1 4 [ l - ( ^ ) 3 ] R e D ° - 5 P r ° 

where 

Nuo' =£(ReD,T)NuD 

•n/Re \ / 7VRe ( / WRe \ / WRe \ 2") 
? = [0.945 + 3.48(^r)-3.99(^r) J/1.022 

(1) 

(2) 

(3) 

Delail of Measuring Surface 

Fig. 7 Leading edge impingement cooling test apparatus 

The heat transfer coefficient on the shroud surface is 
predicted from the laminar and turbulent flow over a flat 
plate and by measuring the distance along the stream line 
from the joint between the transition piece of the combustor 
and the first stationary vane. Meanwhile, the air leaking 
through the narrow gap between the transition piece and the 
vane film cools the shroud surface. To determine the film 
cooling effectiveness, a basic cooling experiment was carried 
out. The film cooling test was undertaken employing a low-
speed, induced-flow wind tunnel keeping the mainstream at 
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Fig. 9 High·temperature and hlgh·pressure combustion and cooled
vane test facility

T", - Tall'
T/=
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Fig. 11 Instrumented cascade test segment assembly

Fig. 10 View of test vane with instrumentation thermocouples (before
plasma spray coating)

(P=15, d =5, 2=10)

Eq.
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room temperature. Heated air was blown in through a two
dimensional, 90-deg slot, width 10 mm.

A semi-theoretical equation (4) was obtained.

(
p U S)0.2 (X+X ) -0.8 [ ( )=3.97 ap..aa MS 0 1- 1-2.3Ho- 15

/7

where

Ho = 0.376XoRexo -0.2(1 +0.5MsinB)/I.4MSsinB

This equation (4) was utilized in our evaluation. Shown in
Fig. 6 is a comparison between equation (4) and typical
blowing mass flow ratio experimental results with M as the
parameter.

The leading edge of the vane is impingement cooled by a
row of round holes. Very few data on the impingement heat
transfer coefficient of concave surfaces, such as leading edge,
have been reported. To find the heat transfer coefficient in the
area, an experiment was carried out using a model as shown in
Fig. 7. The heat transfer coefficient was determined in the
same way as the heat transfer coefficient around the vane.
Figure 8 illustrates a comparison between the measurements
and Chupp-Helms's empirical formula [5]. For convection
cooling of the trailing edge the heat transfer coefficient of a
fully developed turbulent pipe flow was used.

NUn = 0.023Ren 0.8PrO. 333 (5)

TACOOL was formulated on the basis of the heat transfer
coefficient, the film cooling effectiveness, the resistance

x (~) 3/2] -8/15

X+XO
(4)

coefficient of the cooling passage, and other factors. TDSYS
was the name of a gas turbine interactive design system
developed to accelerate design improvements [6]. TDSYS is
composed of several subsystems, each subsystem containing
several programs. For our analysis, BLFLOW and TACOOL
computer programs were used. BLFLOW is a program to
calculate airfoil surface velocity distribution.

Cascade Heat Transfer Test

It is difficult to measure the hot parts of the actual engine in
operation, and furthermore, measuring points are limited. To
confirm the accuracy of the program, a cascade test was
carried out under conditions as close to actual use as possible.

A cascade test in sector form was conducted using an MW
70lB2 gas turbine five-bladed first stationary vane and its
four passages. For the cascade test, a high-temperature and
high-pressure combustion and cooled blade test facility as
shown in Fig. 9 was used. The main specifications of the
facility were maximum air flow rate (50 kg/s), maximum
pressure (15 ata), maximum temperature of the combustion
gas (1500°C).

The cascade test was carried out using an MW-701 B2

combustor under simulated normal operating conditions. Gas
temperature distribution at the cascade inlet was measured
with seven temperature probes mounted in the section con
necting the combustor transition piece and the first vane.
Each temperature probe was vertical and measured tem-
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Fig. 14 Finite element model of MW-701 B2 first vane segment 

peratures at five different points. The metal temperature of 
central vane No. 3 was measured by grooving it by electric 
discharge machining and then embedding Chromel-Alumel 
thermocouples with inconel sheaths of 1.00 o.d. in nickel-
based plasma coating material. Inlet gas temperature 
distribution just before the vane was measured by ther
mocouples installed on the leading edge. The thermocouples 
mounted on the vane are shown in Fig. 10. The cascade is 
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Fig. 15 Calculated temperature distribution in the gas side surfaces 
of MW-701 B2 first vane segment shrouds 
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Fig. 16 Calculated thermal stress distribution of the center vane of 
MW-701 B2 first vane segment 

shown in Fig. 11. Static pressure distribution on the surface of 
the stationary vane was measured by static pressure taps on 
vanes No. 2 and No. 4 on the sides facing vane No. 3. The 
amount of cooling air supplied to each vane was adjusted by 
valves. The cooling air temperature was measured just before 
the vane inlet and in the cavity at the trailing edge slot inlet 
inside the vane. The velocity distribution obtained by the 
static pressure distribution thus measured in mean section is 
illustrated in Fig. 12. Using the velocity distribution around 
the vane, a boundary layer analysis was made and the metal 
temperature analyzed using the aforementioned boundary 
conditions. Figure 13 shows a comparison between the 
measured metal temperatures and the temperatures of the 
TACOOL computer program analysis. Figure 13 shows that 
the measured values are in overall agreement with the 
analytical values, except for the fact that the measured metal 
temperatures are lower than those of the analysis near the 
inlet region of the trailing edge cooling holes. 
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Fig. 18 Estimation of the inelastic behavior from elastic analysis 

Thermal Stress Analysis 

Stress distribution in air-cooled vanes is difficult to predict 
with accuracy by a simple calculation method because the 
thermal boundary conditions are complicated and the effect 
of the vane as a three-dimensional structure is also involved. 
Therefore, stress has to be analyzed by a three-dimensional 
finite element method. The first stationary vane of an MW-
701 B2 gas turbine was analyzed by the structural analysis 
computer program known as "MARC." Shown in Fig. 14 is 
the model used for the analysis. It is a three-dimensional 
model with 948 elements and 2,112 nodal points for the 
analysis of temperature and thermal stress. The heat transfer 
coefficient, cooling air, gas temperature distribution, and 
static pressure distribution were given as the boundary 
conditions. 

In the air-cooled vane of an industrial gas turbine, the 
thermal stress occurring in the steady state is higher than that 
in the transient state. Therefore, thermal stress in the steady 
state was analyzed. The analysis was conducted by elastic 
calculation. A typical example of calculated temperature 
distribution in the shroud area for the steady state is shown in 
Fig. 15. Typical calculation results of thermal stress in the 
airfoil portion are given in Fig. 16 and Fig. 17. Figure 16 
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Fig. 20 Data of creep-fatigue interaction test on Co base material 

shows that high compression stress appeared in the region of 
the blade root of the shroud on the suction side. The metal 
temperature of the outer shroud is higher than that of the 
inner shroud, as shown in Fig. 15. The life of the outer shroud 
was estimated to be shorter than that of the inner shroud. 
Figure 17 shows that the thermal stress of each vane is the 
same though it is estimated that the middle vane undergoes 
higher stress because it is restricted by No. 1 and No. 3 vanes. 

Prediction of Inelastic Behavior 

The thermal stress in the cooled vane where the temperature 
gradient is largest usually exceeds the yield stress, and for 
accuracy, an inelastic stress analysis is required. However, 
elastic-plastic stress analysis of such a three-dimensional 
structure requires quite a lot of calculation time, so it is not 
practical. For this reason, a three-dimensional analysis was 
carried out by the elastic finite element method, and on the 
basis of the results, inelastic behavior was predicted having 
regard to the strain concentration and the elastic follow-up 
behavior. For the simple prediction of inelastic strain from 
elastic thermal stress, Neuber's law was applied, a technique 
shown in Fig. 18. 

The method was checked by a simple model as shown in 
Fig. 19, which showed overall agreement with the elastic-
plastic stress analysis. Although Neuber's law is a method of 
estimating stress/strain concentration at notch root, it is also 
considered applicable to local temperature distribution 
problems, such as in cooled vanes. 

Creep-Fatigue of Vane Material 

The metal temperature of the first stationary vane is very 
high and, as previously mentioned, temperature distribution 
is most severe in the steady state. 

Therefore, in the steady state, a high thermal strain is 
maintained and creep occurs, so creep-fatigue is the most 
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Fig. 21 Examples of test segment materials 
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Fig. 22 Relationship between actual cracking trends in MW-701B2 

first vanes and the estimated crack initiation lives at corresponding 
locations 

important fracture mode. The material and strength test must 
be undertaken with combined creep and fatigue data. 

An example of experimental data on a cobalt base 
superalloy under such condition is illustrated in Fig. 20. Based 
on such experimental material test data, the crack initiation 
life of actual vanes, which have long continuous operating 
periods, was predicted by the frequency modified fatigue life 
equation proposed by L. F. Coffin [7]. 

A £ / = A e p - f - A e c 

where Cj , jS,, Kt, C2, /32, and K2 are material constants. 
Such tests have also been carried out with temperature 

cycling and long operation periods on the compression side 
under the conditions closest to the actual operation of the 
vanes. It is noted that in Fig. 20, the time it takes for a crack 1 
mm long to be generated on the surface of the test piece is 
taken as the end of its life. Meanwhile, properties of precision 
cast alloys often vary greatly with casting conditions. For this 
reason, test pieces manufactured under different conditions 
from those indicated in Fig. 21 are used to enhance the ac
curacy of life prediction of the actual vane. 

Verification of Life Prediction Procedure 

As verification of the life prediction procedure, the 
predicted crack initiation was compared with field data 

obtained from two MW-701B2 machines. The prediction 
procedure was applied to estimate the life of the stationary 
vanes of those engines. 

Figure 22 shows the relation between the actual cracking 
frequencies and the predicted lives for the various parts of the 
vane segments. The dotted line in Fig. 22 indicates the number 
of start/stop cycles prior to inspection of the machine. 
Shorter lives than indicated by the dotted line were predicted 
for areas showing high cracking frequencies such as points 4, 
10 and 11. On the other hand, tiny cracks were found in the 
areas predicted to have longer lives, such as points 17 and 18. 
The accuracy of the prediction of temperature, stress, 
inelastic strain, material data, etc., have effects on the ac
curacy of the life prediction, but it can be said that it is 
possible to predict the thermal creep-fatigue life of air-cooled 
gas turbine vanes by the procedure advanced in the present 
study. 

Conclusions 

A technique for evaluating the life of turbine stationary 
vane has been described. The life prediction method presented 
concerned air-cooled vanes and involved the calculation of 
metal temperature, thermal stress, and creep-fatigue material 
data simulating the engine operation cycle. The conclusions of 
this paper are as follows: 

• Temperature distribution analysis by the "TACOOL" 
computer program is in general agreement with the high-
temperature and high-pressure cascade test performed on full-
scale segment blades. 

• Predicting the inelastic strain from elastic thermal stress 
analysis by Neuber's law is considered applicable when 
temperature distribution is local, as in a cooled vane. 

• According to this proposed life prediction method, a 
short-term fatigue life equation based upon a simulated creep-
fatigue material test is of practical use. 

• The comparison between the predicted life and our field 
experience shows an acceptable relationship between the 
figures. It is considered that the proposed procedure is useful 
for predicting the life of air-cooled vanes. 
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Low-Temperature Hot Corrosion in 
Gas Turbines: a Review of Causes 
and Coatings Therefor 

• In about 1975 an apparently new form of hot corrosion attack of gas turbine airfoils 
was identified during low-power, low-metal-temperature operation of a marine gas 
turbine. The rate of this corrosion was substantially greater at about 700° C than 
that usually observed for sulfate-induced hot corrosion at 800° to 1000° C. The 
same type of hot corrosion has been subsequently reported to occur in ground-based 
gas turbines, and is similar in principle to fireside corrosion of boiler tubes. This 
paper presents a review of probable mechanisms of this so-called low-temperature 
hot corrosion, of test methods for its laboratory and rig simulation, and of coatings 
in use or in advanced development for protection of gas turbine airfoils operating in 
this corrosion regime. 

Introduction 
In about 1975 an apparently new form of hot corrosion 

attack of gas turbine airfoil materials was identified during 
low-power, low-metal temperature operation of a marine gas 
turbine [1]. The first-stage blades of the turbine were coated 
with a cobalt-chromium-aluminum-yttrium (CoCrAlY) 
coating which had exhibited satisfactory hot corrosion 
resistance in the temperature range of 800° to 1000°C in this 
and similar applications. Analysis of temperature profiles and 
corrosion rates on the first-stage blades indicated that 
corrosion rates were greater than anticipated in the range of 
600° to 730°C metal temperature. 

In the same time period, Taylor et al. [2] at the U.K. Ad
miralty Materials Laboratory reported higher corrosion rates 
in rig testing at 750°C than at 830°C for several alloys and 
coatings. 

Several years later Spengler [3] presented evidence of 
similar low-temperature corrosion on airfoils from ground-
based turbines. Corrosion microstructures similar to those 
observed for field turbines were also observed during low-
temperature rig testing. 

In 1982 Wood et al. [4] reported the occurrence of low-
temperature corrosion on first-stage blades of ground-based 
turbines fueled with sour natural gas and in locations where 
ingestion of salt-contaminated sand was inevitable. It is now 
generally accepted that the phenomenon can be encountered 
in both marine and ground-based gas turbines. No public 
documentation of occurrence of low-temperature corrosion in 
aircraft gas turbines has appeared to date but there is no 
doubt that conditions conducive to such corrosion are 
possible. 

For several years after these early observations there was 
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some confusion over the nomenclature of this abnormal 
corrosion mode. It is now common practice to refer to it as 
low-temperature hot corrosion. Alternatively, the use of the 
term Type 2 corrosion, in contrast to high-temperature (800° 
to 1000°C) Type 1 corrosion is widely accepted. 

The potential economic and logistical impact of the ab
normally high corrosion rates prompted intensive studies to 
identify the mechanism of the process and to provide coatings 
and alloys with more satisfactory durability in the critical 
temperature range involved. It was necessary to achieve the 
latter without compromising corrosion properties in higher 
temperature ranges. 

This paper will provide a brief review of the current state of 
knowledge of the corrosion mechanism, its relation to 
previously observed fireside corrosion and of progress in the 
development of coatings with improved resistance to this 
form of hot corrosion. Sources of information for the review 
are open technical literature, patent publications, and con
tacts with investigators working on nonproprietary and 
unclassified aspects of the problem. 

The review is not intended to be technically complete but is 
intended to provide those involved in applied areas of gas 
turbine technology with a working knowledge of the problem. 
This should aid in achieving more effective design and 
materials selection for gas turbines and other heat engines 
functioning in this critical corrosion regime. 

Characterization of Low-Temperature Hot Corrosion 

The major characteristics of so-called low-temperature hot 
corrosion are as follows [1-3, 5-7]: 

* Under conditions where sodium salts ingested into the 
gas turbine cause deposition of sodium sulfate (Na2S04) on 
hot section airfoils, hot corrosion of coatings and alloys with 
moderate (10-20%) chromium contents occurs at rates 
significantly greater at about 700°C than at 800° to 1000°C. 
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Fig. 1 Typical microstructure of low-temperature corrosion 01 a
CoCrAIY coating

Some appreciable level of sulfur in the fuel used is also
required but is not yet quantitatively defined. The
phenomenon is not exclusive to sodium sulfate, but can occur
with potassium sulfate and more complex mixtures of other
sulfate salts, including sodium sulfate-magnesium sulfate.

• Leaching of the corroded surfaces with water and
analysis of the leachate indicates the presence of significant
amounts of water-soluble sulfates, cobalt sulfate (CoS04)
from CoCrAlY coatings, and nickel sulfate (NiS04) from
nickel base alloys. The leachate is invariably acidic (pH 1 to
4).

• The microstructure of the corroded coating or alloy is
characteristically similar to that shown in Fig. 1. Unaffected
coating alloy or superalloy is covered with a voluminous
scale. In contrast to structures obtained at high temperatures,
for example 1000°C, there is no zone of denudation of
substructure containing chromium or other sulfides. In
CoCrAIY coatings, there can be an indication of attack
favoring the phase richer in aluminum, that is, the CoAl or {3
phase. Electron-beam microprobe analysis invariably in
dicates the presence of a sulfur-rich phase adjacent to the
unaffected alloy, and for CoCrAIY coatings, a cap of oxide
rich in cobalt oxide.

Transition microstructures between that described above
and areas of high-temperature corrosion have been observed
[1] but need not be described in detail for the purposes of this
review.

Laboratory Reproduction of Microstructures

Up until the observation of the low-temperature corrosion
described above, most laboratory methods for studying hot
corrosion involved application of sodium-sulfate layers,
sometimes doped with sodium chloride, to specimens, and
heating these in the range of 800° to 1000°C. With few ex
ceptions, the cover gas was air or oxygen. Lower temperatures
were not used because corrosion of "resistant" materials was
considered to be negligible below 750° to 800°C. Immersion
in mixtures of sodium sulfate-sodium chloride with air as the
cover gas was another widely used test. Some burner rig tests,
"simulating" gas turbine conditions by combustion of ap
propriate fuels combined with sea-salt injection, were also run
in the same higher temperature range because significant
corrosion of "resistant" materials was not expected or ob
served in the range of 650° to 750°C.

Re-evaluation of CoCrAlY coatings with these types of test
methods, including those with intentionally added sodium
chloride [5], failed to reproduce the rates and/or charac
teristic microstructures found on airfoils from the above
described field service.

422/ Vol. 108, APRIL 1986

. More or less simultaneously in several laboratories [5, 7, 8]
It was found that the abnormally high corrosion rates and
microstructures could be reproduced by application of
Na2S04 to CoCrAlY and heating in the range of 650° to
750°C in the presence of finite and known partial pressures of
S03 in air or oxygen. Similar results were also achieved with
burner rigs [9, 10] where partial pressures of SOZ-S03 were
maintained at finite and controlled values in the vicinity of
test specimens. It was thus established that two conditions are
necessary for accelerated corrosion of, e.g., CoCrAIY, in the
range of 600° to 750°C:

• a molten sulfate salt on the surface of the alloy, and
• a cover gas of air or oxygen containing S03 at partial

pressures of at least 10 - 5 to 10 - 4 atm.

Mechanisms of Low-Temperature Hot Corrosion

Extensive studies to elucidate the mechanism of this
unusual form of hot corrosion were undertaken at
laboratories of General Electric, Pratt & Whitney, and
government laboratories of the United States and United
Kingdom. This review cannot describe these studies in
complete detail. Briefly, and with the risk of minimizing
several details which are still controversial and unresolved,
the corrosion process proceeds approximately as follows [7,
11, 12]:

• Sulfate salts, typified by sodium sulfate, deposit on the
coating (alloy) surface.

• Sulfur trioxide (oxidation of SOz to S03 is perhaps
catalytically aided by oxides on the alloy surface) reacts with,
for example, cobalt oxide, to form cobalt sulfate (CoS04)
which lowers the melting point of sodium sulfate. Other
extraneous materials, for example magnesium sulfate
(MgS04) [3] and potassium sulfate (KzS04),can also con
tribute to melting-point suppression of the sodium sulfate.

• Sulfur trioxide (S03) absorbed from the gas phase into
the melt, most likely as pyrosulfate ion (SzOf), acts as the
principal oxidant to rapidly convert the surface of the alloy to
nonprotective oxides.

• The details of mass transport and rapid conversion of
alloy to oxide in the complex molten phase-oxide mixture
remain somewhat controversial although a number of
plausible mechanisms have been formulated [7, 11, 12].

Several studies [13-15] of the solubilities of relevant oxides
in sodium sulfate as a function of partial pressure of S03
(analogous to pH in aqueous solutions) have aided studies of
the complex mechanism, and in formulation of alloys and
coatings more resistant to this form of hot corrosion. It is
noteworthy that most relevant oxides exhibit amphoteric
behavior; that is, solubility minima characteristic for each
oxide are observed. The major exception to this behavior is
silicon dioxide (SiOz), which remains virtually insoluble in
highly acidic (high partial pressures of S03) sodium sulfate.

It is also interesting to note that Pettit and co-workers [l6]
identified sites of corrosion initiation to be associated with
localized high concentrations of yttrium oxide (Y203) in
alumina scales on CoCrAIY. This oxide is more soluble than
Al20 3in Na2S04 acidified with S03'

Related Hot-Corrosion Phenomena

Review of the literature on hot corrosion from 1945 to 1970
reveals that there are striking similarities between the newly
discovered low-temperature hot corrosion and so-called
fireside corrosion of boiler tubes. Several similarities are as
follows:

• Surface coverage with a molten sulfate salt is necessary in
both cases, for example NazSOCCoS04 in the gas turbine
and Na2S04 or K2SOcFe2(S04h in fireside corrosion.
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• The presence of sulfur trioxide (S03), the formation of 
which may be catalytically aided by surface oxides, is 
necessary in both cases. Sulfur trioxide in solution in the 
molten salt is thought to exist as the pyrosulfate ion (S2Of). 

• Microstructures of corroded alloys and/or coatings are 
similar; that is, voluminous oxide over unaffected alloy. 

• Corrosion rates increase from about 540 °C up to about 
675 °C and then rapidly decrease with increasing temperature 
[17]. 

• Resistance to corrosion increases with increasing 
chromium content of relevant alloy steels. 

Study of some of the higher-quality work on fireside 
corrosion mechanisms, for example that of Cutler [18] and 
Rahmel [19] on electrochemistry of molten sulfates as related 
to hot corrosion, and that of Reid [17] has greatly aided in 
formulating practical working models useful for gas turbine 
technology. 

Related studies on materials and/or coatings to lower the 
rates of boiler-tube wastage by fireside corrosion have 
continued into the 1980s. Test methods for evaluation of 
improved materials and coatings are similar to those used for 
testing improved coatings and alloys for gas turbine low-
temperature hot corrosion. For example, Rehn [20] simulated 
fireside corrosion by coating samples with a K 2 S0 4 -
Na2S04-Fe203 mixture and heating these at 677°C in an 
apparatus which caused a synthetic flue gas containing S0 2 

and S0 3 to pass over the "slag-coated" samples. This con
vergence of technology related to boiler fireside corrosion and 
turbine airfoil corrosion holds promise for accelerated 
development of solutions to both problems. 

Empirically Important Aspects of Mechanism Studies 

Several major design considerations emerge from the 
marine gas turbine experience with low-temperature hot 
corrosion and mechanism studies thereof. 

0 For turbines operating on most fuels, and in any en
vironment from which sodium and similar salts can be 
ingested, accelerated corrosion can be anticipated in locations 
on the turbine where metal temperatures are in the range of 
600°to750°C. 

9 The rate of such corrosion will increase with increasing 
sulfur content of the fuel. Quantitative calculations of the 
relationships involved are not yet dependable. 

9 There is probably a threshold value of salt concentration 
above which this type of corrosion occurs and an upper limit 
beyond which the corrosion does not increase in rate. 
Quantitative calculations of these parameters are also not yet 
dependable. 

• Rates of low-temperature corrosion of alloys and 
coatings decrease with increasing chromium contents but 
achieving properties balanced to resist corrosion over the 
useful metal-temperature range of 600° to 1000°C is proving 
to be somewhat difficult. Currently available information on 
this subject is summarized in the following section. 

Perhaps the most difficult problem involves the presence of 
both low and high-temperature corrosion on the same airfoil 
with corrosion on the low-temperature area taking place at a 
rate several times that occurring on hotter locations. To 
unequivocally substantiate conclusions drawn from 
laboratory experiments on this problem, Davis and Grinnell 
at Rolls-Royce [21] varied the cooling air supply, and thus the 
temperature profiles of three blades in the same rotor of a 
Tyne engine run in a hot-corrosion environment. With no 
exception, it was demonstrated that the areas of low-
temperature corrosion on the airfoils decreased in size with 
increasing metal temperature. It was thereby suggested that by 
the judicious balance of design temperatures for creep and 

corrosion, more effective use of superalloy properties could 
be achieved. 

Development of More Durable Coatings 

Since the discovery of low-temperature hot corrosion on 
gas turbine airfoils in the mid-1970s, development programs, 
including actual engine trials, have provided several coating 
systems with improved durability in the critical temperature 
range. Brief descriptions of unclassified developments follow. 

Several organizations evaluated platinum-modified 
aluminide coatings for resistance to the low-temperature 
(600°-700°C) mode of corrosion. Rahmel et al. [22] used an 
electrochemical method to test a platinum-containing coating 
designated as LCD-2 for resistance to acidic and basic fluxing 
which characterize the mode of attack of low-temperature and 
high-temperature corrosion, respectively. It was concluded 
that the addition of platinum to aluminide coatings effects 
significant improvement to the resistance to neutral and basic 
fluxing occurring during high-temperature corrosion, but 
offers little improvement in resistance to acidic fluxing which 
occurs during low-temperature corrosion. 

Barkalow and Pettit [5] demonstrated, however, that if the 
critical platinum-aluminum phase (possibly PtAl2) is con
tinuous at the surface of a platinum-modified aluminum 
coating, the coating is very resistant to acidic (Na2S04 + 
S03) fluxing at 650°C. 

Davis and Grinnell [21] described a comprehensive program 
of engine testing of several coatings under conditions of both 
low and high-temperature hot corrosion. It was concluded, in 
general, that platinum-modified aluminides were satisfactory 
for protection against both types of corrosion. Some 
variations in properties were noted, however, for variants in 
microstructure obtained from different vendors. 

Wood et al. [4] report generally favorable results of engine 
service tests of Pt-Al coatings, but poorer corrosion 
properties, similar to unmodified aluminides, for 
platinum-rhodium-aluminum coatings. 

Aprigliano and Wacker [23] described field-service testing, 
in a marine engine, of several coatings, including a 
platinum-rhodium-modified aluminide. This coating was 
moderately superior to standard CoCrAlY in the low-
temperature hot corrosion regime, but it was pointed out that 
the life of all systems was unsatisfactory, with corrosion 
penetration to the substrate in less than 4800 hours. Thus, 
some platinum-modified aluminide coatings appear to have 
somewhat superior resistance to both types of corrosion but 
tests under more controlled laboratory conditions and ad
ditional well-documented engine tests are still necessary to 
resolve remaining questions. Grisik et al. [24] chose to 
combine the properties of CoCrAl type coatings with those of 
platinum and/or aluminum-hafnium modifications. Thus, 
electron beam vapor deposited Co-Cr-Al was modified by the 
addition of more aluminum along with some hafnium to 
provide a nominal Co-Cr-Al-Hf coating with about 20% Al 
and 10% Hf in the outer surface. A second coating system 
was made by the same addition of aluminum and hafnium 
followed by application of a thin layer of platinum on the 
outer surface. Engine testing showed that the Co-
Cr-Al-Hf-Pt coating on first-stage blades had a factor of 
more than two lifetime advantage over the standard CoCrAlY 
coating then in use. The Co-Cr-Al-Hf coating showed a 
factor of greater than two lifetime advantage over a diffusion 
aluminide coating on cobalt-base first-stage vanes. A 
rhodium-modified aluminide tested at the same time on first 
vanes was better than the simple diffusion aluminide but not 
as good as the Co-Cr-Al-Hf system. 

Taylor and co-workers [2] at the U.K. Admiralty Materials 
Laboratory were perhaps the first to note that increased 
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chromium content in both superalloys and coatings provided 
significant increases in low-temperature (750 °C) hot 
corrosion resistance of gas turbine material systems. The 
effect was noted for IN-939, an alloy with 23% chromium, 
and a NiCrAlY coating with about 39% chromium. Conde' et 
al. [25] provided a more detailed evaluation of this effect by 
750°C testing of NiCrAlY with 26, 34, and 42% chromium; 
only the latter two compositions showed significant resistance 
to low-temperature hot corrosion. 

This beneficial effect of chromium has been repeatedly 
confirmed in several independent laboratories, and a number 
of medium to large-scale coating development programs have 
been initiated to exploit the effect. 

Goebel [26] has rig tested a number of high (30 to 35%) 
chromium MCrAlY (M = Co and/or Ni) coatings, all of 
which showed improved resistance to low-temperature 
(704 °C) hot corrosion compared to CoCrAlY with 20% 
chromium. A 35% chromium CoCrAlY and a 35% chromium 
NiCoCrAlY were selected for field-service engine testing, 
which is still in process. 

Luthra [27] has described laboratory and rig tests of cobalt-
base coatings which show that a critical chromium content of 
no less than 37% is required to provide improved cobalt-base 
coatings with balanced resistance to low and high-temperature 
hot corrosion. Minor additions of reactive metals such as 
yttrium and hafnium, and also silicon, apparently do not 
impart further improvements to the coatings. 

McCarron and Brobst [28], in reporting initial results on 
testing various alloys and coatings in a pressurized fluidized 
bed coal-combustion facility, noted that low-temperature hot 
corrosion occurs in this medium and is further accelerated by 
deposition of potassium sulfate derived from coal com
bustion. Of several coatings tested, Co-30% Cr-5% Al 
appeared to have the best corrosion resistance across the 
temperature range of 593° to 816°C. Noble metal (platinum, 
rhodium) modified aluminides showed reasonable resistance 
in the higher-temperature regime but were not quite as good 
as the above CoCrAl coating at 593° to 704°C. 

In Europe there has been a consistent and apparently 
successful effort over the past decade to use silicon as an 
additive element to coatings used in land-based turbines 
[29-32]. Grunling and Bauer [33] provide a sound rationale 
for the use of silicon in coatings based on the known 
resistance of Si02 to acidic fluxing (Na2S04 + S03) and 
much of the laboratory testing used to substantiate hot 
corrosion properties of these coatings gives proper attention 
to the use and control of S 0 2 - S 0 3 in the test media. Conde'et 
al. [25] at the U.K. Admiralty Marine Technology 
Establishment have tested Elcoat 360, a titanium-silicon 
diffusion coating developed by vanAmerongen [34] in 
Holland. In a well-calibrated low-temperature (700°C) rig 
test, the coating was found to have significantly improved 
properties over pack aluminizing and additional testing across 
a higher temperature range was promised. 

In agreement with Grunling and Bauer [33] that Si02-
forming systems should be quite resistant to low-temperature 
acidic sulfate media, Goebel [35] has evaluated siliconized 
MCrAlY (M = Co and NiCo) coatings in low-temperature 
(732°C) corrosion and at a higher temperature of 899°C. 
Corrosion resistance at 732°C was markedly superior to the 
unmodified coatings. At 899°C however, coating per
formance was inferior to unmodified MCrAlY systems ap
parently because of unsatisfactory diffusional stability. 
Further development of this concept and field service 
evaluation are anticipated. 

Summary 

An accelerated form of sulfate-induced hot corrosion has 

been identified during low-power operation of marine gas 
turbines. Under appropriate conditions higher rates of hot 
corrosion occur at 600°-750°C than at 800°-1000°C. 

The corrosion mechanism involves acidic fluxing of 
protective oxides by sulfur trioxide (S03) dissolved in molten 
sulfates in the presence of air. The corrosion rate is 
proportional to the partial pressure of S0 3 and is therefore 
proportional to sulfur content of the fuel burned. The 
mechanism of this low-temperature corrosion is similar, if not 
identical, to fireside corrosion of boiler tubes. 

Similar low-temperature hot corrosion has been observed in 
ground-based engines and while not yet reported in the open 
literature, it is anticipated that it can occur in aircraft gas 
turbines. 

Certain types of platinum-modified diffusion aluminide 
coatings provide moderate protection against this form of hot 
corrosion. Coatings and alloys exhibit increasing resistance to 
low-temperature hot corrosion with increasing chromium 
content. Cobalt-based coatings with about 35% chromium 
provide good protection against both low and high-
temperature corrosion. Coatings containing silicon are 
particularly resistant to low-temperature hot corrosion but are 
less resistant to corrosion at higher temperatures (900 °C). 
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Effects of Tip Endwall Contouring on the Three-
Dimensional Flow Field in an Annular Turbine Nozzle 
Guide Vane: Part 2 - Numerical Investigation 

T. Arts1 

Introduction 
Most of the methods attempting the modeling of three-

dimensional flows, including secondary and viscous effects, 
are based on the solution of either the full Reynolds averaged 
Navier-Stokes equations (e.g., [1, 2]) or the full Navier-
Stokes equations (e.g., [3, 4]). However, a fully three-
dimensional, inviscid approach also allows the computation 
of the main secondary flows, providing the resolution of the 
discretization grid is high enough in the secondary flow region 
in order to introduce with a sufficient accuracy the total 
pressure gradient simulating an endwall boundary layer. An 
inviscid three-dimensional code has been developed at VKI 
and was successively applied to subsonic [5, 6] and transonic 
[7] flows in single fixed blade rows and to steady transonic 
flows in axial turbine stages [8]. The aim of this contribution 
is to present a numerical investigation of the three-
dimensional rotational flow through a low-speed, low-aspect-
ratio, high turning annular turbine nozzle guide vane with 
meridional tip endwall contouring and to compare these 
results with detailed measurements obtained at VKI [9]. 

Numerical Approach 
The computational method is based on a time marching 

method (corrected viscosity scheme) and a finite volume 
discretization, allowing to solve the three-dimensional Euler 
equations written in a cylindrical coordinate system. A 
detailed description of the discretization procedure, 
numerical scheme, boundary conditions, consistency 
requirements, and overall accuracy of the code is given in [5, 
10]. 

Results and Discussion 

Geometry, test conditions, and measurement results are 
completely documented in [9]. The flow field is discretized by 
31 streamwise surfaces (including hub and tip endwalls), 21 
bladewise surfaces (including suction and pressure sides), and 
65 spanwise surfaces (Fig. 1). The inlet conditions are purely 
axial flow, a uniform total temperature distribution and a 
spanwise total pressure profile determined from the measured 
upstream loss distribution [9]. The measured and numerical 
inlet boundary layer profiles are fully similar with respect to a 

von Kantian Institute for Fluid Dynamics, B-1640 Rhode Saint Genese, 
Belgium. 
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nondimensional total pressure coefficient CP0 = (P0,FS ~ 
/7o,iocai)/(Po,FS ~Pi)'< s i x and nine points were respectively used 
to model the hub and tip endwall boundary layers. Down
stream of the blade row, the static pressure is fixed at the hub, 
corresponding to a value of the outlet Mach number equal to 
0.3. Its spanwise distribution is determined from a simple 
radial equilibrium and compared with the measurements in 
Fig. 2, under the form of a static pressure coefficient 
CPS = (Poi,FS ~P) I (Poi.FS ~Pl)-

The blade velocity distributions at hub and tip are presented 
in Fig. 3. As expected from endwall contouring, an important 
unloading of the first 60 percent of the vane is observed in the 
tip region. The agreement between measured and computed 

Fig. 1 
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values is quite good. It is also noticeable that a rather im
portant low-velocity region (M =0.035) along the pressure 
side has been handled without difficulty by the code. 

The comparison between lines of constant CPS coefficient 
is shown in Fig. 4. At z/Cax = 0.91, the reduction in radial 
pressure gradient is well predicted. Downstream of the 
passage (z/Cax = 1.1), the agreement is still impressive in spite 
of the fact that only a purely inviscid periodicity condition 
and a pitchwise uniform outlet static pressure condition at 
z/Cax = 1.7 are enforced. 

Measured and computed lines of meridional flow angle are 
compared in Fig. 5 (z/Cax = 0.91). The overall gradients as 
well as the important inward flow regions are also correctly 
modeled. 

The calculated spanwise distributions of the pitchwise 
mass-averaged blade-to-blade flow angle are compared with 
the measurements and with results obtained from a potential 
flow calculation in Fig. 6 (z/Cax = 0.9, 1.1). The potential 
results were obtained using the same code but enforcing a 
uniform total pressure profile as inlet boundary condition. 
Inside the passage, the under- and overturning of the flow are 
quite well predicted. Downstream of the channel, however, a 
uniformization of the calculated flow field takes place, af
fecting mostly the underturning; it is most probably due to the 
enforcement of a purely inviscid periodicity condition. 

An extensive and detailed description of all the computed 
results is presented in [10]. 

Conclusions 

Inside the passage, the agreement between computed and 
measured static pressure and angle distributions is fairly 
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good. The influence of an inviscid periodicity condition is felt 
downstream of the channel, especially with respect to the 
underturning of the flow, whereas the static pressure 
distributions remain quite well predicted. The results obtained 
in the present contribution as well as in [5, 6] tend to confirm 
the hypothesis that the main secondary flows are mainly an 
inviscid phenomenon due to the rotational character of the 
incoming flow although the origin of this character is due to 
the viscous inlet end wall boundary layers. 
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Authors' Closure1 

We are grateful for the meaningful discussion to our paper 
presented by Dr. Starken. When we said our method "pro
vided accurate detailed information about the flow through 
the cascade," our emphasis was first on the "detailed infor
mation," such as those along the mean streamline. The "ac
curacy" is of course limited by the inviscid model. 

In the comparison between the theoretical calculation and 
experimental data, it is important that, first of all, the effect 
of the axial velocity density ratio be taken into account. The 
theoretical calculations given in our paper were all made for 
this ratio equal to unity, i.e., a true plane cascade. However, it 
was recently shown that the axial velocity density ratio in the 
DFVLR cascade test data is 1.05. When the theoretical 
calculation is made for this axial velocity density ratio the 
pressure distribution around the blade is much closer to the 
test data than that previously calculated for this ratio equal to 
unity (see Fig. 15). It is to be noted that instead of Mach 
number, pressure is used here for comparison, because the 
decreasing stagnation pressure downstream of the passage 
shock is not available from the test data and Mach numbers 
calculated from the pressures measured at the blade surface 
and an undecreased value of stagnation pressure would give 
values of the Mach number higher than the actual values, such 
as in the case of the comparison given by Dr. Starken (Fig. 
14). Furthermore, due to the very strong viscous effect in the 
region downstream of the passage shock, in order that the 
result of inviscid calculation would still be comparable to the 
test result, it is necessary to account, in some way, for the 
large viscous effect. A simple approximate way is to compute 
the entropy increase from the passage shock station to the 
blade exit station according to the stagnation pressure 
measured there. Assuming a linear variation of this entropy 
increase along the stream line downstream of the passage 
shock and using an overall "axial velocity density ratio" of 
1.18 in order to include the effect of reduction in effective 

1 To the discussion by Dr. H. Starken of the paper ' 'Transonic Cascade Flow 
Solved by Separate Supersonic and Subsonic Computations With Stock Fit
ting," by Wu Wenquan, Wu Chung-Hua, and Yu Dabang, JOURNAL OF 
ENGINEERING FOR GAS TURBINES AND POWER, Vol. 107, No. 2, April 1985, pp. 

329-336. 

flow area in the calculation, the result of theoretical calcula
tion is now much closer to the test data (see Fig. 15). It seems 
that when a suitable "overall" axial velocity density ratio and 
entropy increase downstream of the passage shock are includ
ed, the simple inviscid calculation is still capable of giving 
some useful information. Of course, for high inlet Mach 
number, a viscous solution is more desirable and is eagerly 
sought. It is also desirable to have more detailed measurement 
of flow along surfaces of revolution in turbomachines so that 
the three-dimensional effects can be fully included and the 
serious effect of side walls in a cascade can be avoided in 
assessing the accuracy of theoretical inviscid transonic flow 
calculations. 
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Fig. 15 Comparison between theoretical calculation and experimental 
data 
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